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Abstract

Many multiobjective optimization algorithms employ weight vectors (WVs) for decomposing a problem into multiple sub-
problems. These weight vectors should be uniformly spread along the Pareto front. In the recent past, some studies about the
development of decomposition-based multiobjective evolutionary algorithms have adopted different methods for generating
weight vectors. However these WVs are often clustered, either near the boundary or in inner regions of the search space. In
this paper, we have proposed a novel algorithm, FixedSum, for generation of arbitrary number of WVs of any user-specified
dimension. These weight vectors are more uniformly spread in the search space and we have compared our results with other
methods on 5-, 8-, 10- and 12-D weight vectors. For further validation, we have applied our weight vectors along with the
WVs of two other methods for solving the DTLZ problems. All the results demonstrate the improved spread ability of our
method as compared to competing approaches.

Keywords: Multiple objective programming, weight vectors, many-objective optimization, decomposition-based multiobjec-

tive algorithm, FixedSum

1. Introduction

A weight vector, w = (w1, . . . , wm)
T is a vector (or point) of dimension m whose components wi ∈ [0, 1]

such that
∑m

i=1wi = 1. For example, (1/3, 1/6, 1/2) is a WV of dimension 3. Weight vectors in fact rep-
resent points on a unit simplex of dimension m − 1 [9]. In classical multiobjective optimization [29],
they have been used to assign weights to different objectives according to their relative importance.
However, in some contemporary evolutionary approaches [2, 3, 25, 34, 39], called decomposition-based
approaches, a collection of widely-spread weight vectors are required for improving the spacing of so-
lutions in the objective space. Accordingly, a number of techniques were proposed that attempted to
produce uniformly scattered points. However, the generation of points that are uniformly scattered in the
ideal manner is a tedious job and hence almost all the proposed methods in fact approximately spread

Received 18 April 2024, accepted 3 January 2025, published online 8 February 2025
ISSN 2391-6060 (Online)/© 2025 Authors
This is not yet the definitive version of the paper. This version will undergo additional copyediting, typesetting and review
before it is published in its final form, but we are providing this version to give early visibility of the article.

http:\www.ord.pwr.edu.pl
https://orcid.org/0009-0001-0307-6030
mailto:zafarqas@neduet.edu.pk


Acc
ep

ted
man

us
cri

pt

2 S. Z. Qasim and M. A. Ismail

the generated WVs in the respective space. In view of the shortcoming of existing methods in producing
widely scattered points, we have proposed an improved algorithm, FixedSum, for generation of weight
vectors. The proposed FixedSum provides a collection of WVs with enhanced spread as compared to the
earlier approaches.

In order to visually demonstrate the spread of weight vectors in the m-dimensional space, we have
employed the parallel coordinate (PC) plot in this study. The PC plot depicts a point in cartesian coor-
dinates by multiple cross-lines passing through parallel axes each representing a specific dimension of
the point [30]. It is typically used to illustrate the diversity of solutions obtained in multiobjective opti-
mization with more than three objectives. In this work, the cross-lines will represent each WV such that
each cross-line joins successive component values of a particular WV. The horizontal axis here marks the
dimension number, j ∈ [1,m] of WV starting from 1 and so on whereas the vertical axis represents the
values wi

j of jth component of WV wi.
The PC plot for a set of five weight vectors in table 1 is shown in fig 1. The zig-zag pattern of

cross-lines demonstrate the difference in weights in a given weight vector.

Table 1. Set of weight vectors with m=4

w1 w2 w3 w4

0.2 0.1 0.3 0.4
0.4 0.2 0.1 0.3
0.1 0.3 0.4 0.2
0.3 0.4 0.2 0.1
0.2 0.35 0.15 0.3
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Figure 1. PC plot of weight vectors in table 1

The remaining part of this paper is organized as follows. In sec 2, we give a review of concepts which
are relevant to this work. These include multi- and many-objective optimization and the decomposition-
based approaches to multiobjective optimization. In the next sec 3, an appropriate account of the existing
approaches for generating WVs is given along with the shortcomings of these approaches. Then, for
the sake of making the description more easier and understandable, the basic algorithm for generating
one weight vector at a time will be described in sec 4.1. This basic algorithm is named as Weight Vector
Generation Algorithm (WVGA). After this, the actual FixedSum algorithm will be presented in sec 4.2 in
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which some innovative ideas have been incorporated to attain the wider spacing between weight vectors
in the m dimension space. The FixedSum will iteratively generate N weight vectors and is based on
WVGA. As the next logical step, the sec 5 will discuss different experimental results for comparing
FixedSum with other approaches and hence demonstrate the superior performance of FixedSum over
other approaches. Finally, the conclusion of this work will be presented in sec 6.

2. Review of relevant concepts

2.1. Multiobjective Optimization

Many formal decision making situations involve the simultaneous optimization of multiple conflicting
objectives. For instance, the general business environment requires minimizing the operating cost of
a business while keeping a stable work force along with improving the quality of service or product
which also seem to be conflicting to each other. In principle, multiobjective optimization (MO) is more
difficult and time-consuming as compared to single-objective optimization because, in the former case,
there may not exist one unique ideal solution which is best (global minimum or maximum) with respect
to all objectives. In fact there is a (finite or infinite) collection of equivalent tradeoff solutions which are
optimal as compared to the remaining solutions in feasible search area.

In order to give a deeper insight of the field, the mathematical definitions of related concepts are
presented in the following [4, 8]

Multiobjective Optimization Problem (MOP): Considering a vector F (x) with m objective func-
tions, a constraint-based MOP can be expressed, without loss of generality, as follows:-

Minimize F (x) = (f1(x), · · · , fm(x)) (1)

while meeting the constraints
pi(x) = 0, i = 1, · · · , g, and
qj(x) ≤ 0, j = 1, · · · , h
where x ∈ Ω (Ω ⊆ Rk)

Here the evaluation function F : Ω → Λ (Λ ⊆ Rm) maps the vector of decision variables x =

(x1, · · · , xk) to output vectors y = (y1, · · · , ym). In any optimization problem, the decision variables
are those numeric quantities that are chosen using some suitable algorithm. For the above example of
typical business environment, the decision variables might be the cost of raw material, wages paid to the
workers etc. It is to be noted that pi(x) = 0 and qj(x) ≤ 0 denote constraints that must be fulfilled, when
minimizing F (x) to enable search in the feasible space only. Next the fitness evaluation of solutions in
MO is traditionally based on Pareto dominance which can be defined as follows:-

Pareto Dominance (PD): A vector u⃗ Pareto dominates other vector w⃗ when none of its component
is higher than w⃗ and at least one of its component is strictly lower than w⃗.

Pareto Optimality: A solution x ∈ Ω is said to be Pareto Optimal w.r.t. Ω iff there is no x′ ∈ Ω

for which w = F (x′) = (f1(x
′), · · · , fm(x′)) dominates u = F (x) = (f1(x), · · · , fm(x)).



Acc
ep

ted
man

us
cri

pt

4 S. Z. Qasim and M. A. Ismail

Figure 2. The Pareto front for a biobjective problem

Pareto Optimal Set (POS): The set of Pareto optimal points in the decision space. For an MOP, F (x),
the Pareto Optimal Set, POS, can be expressed as:

POS = {x ∈ Ω | ⌝∃x′ ∈ Ω, F (x′) ≺ F (x)}

Pareto Front (PF): The set of points in the objective space corresponding to the Pareto optimal points
in the decision space of a given MOP (Fig 2 [31]).

PF = {u = F(x)| x ∈ POS}

Now here is the time to define the two main goals for any MOP which are the convergence and diversity
of solutions [1, 7] along the Pareto front. Also the intrinsic presence of multiple optimal solutions in
MOPs necessitated the use of population-based evolutionary and meta-heuristic techniques for the op-
timization of such problems. To name a few, such evolutionary and meta-heuristic techniques include
Genetic algorithms, Particle Swarm Optimization, Simulated Annealing etc. Accordingly, the notion,
evolutionary multiobjective optimization (EMO) refers to the use of these algorithms for the optimiza-
tion of multiobjective problems. The most popular Pareto-dominance based multiobjective evolutionary
algorithms (MOEAs) include NSGA-II [10], SPEA2 [42] and GDE3 [23]. Apart from this, some state-
of-the-art work on MOP has been recently reported in [18, 19] that utilize gradient-descent and adaptive
region decomposition for proposing solutions to expensive or constrained optimization problems.

2.2. Many-objective optimization

There are various decision making situations that involve the optimization of higher than three objec-
tives. Such problems are commonly called as many-objective optimization problems [9, 17, 36, 38].
Most computing and software engineering problems identified in various surveys [26, 32, 33, 35, 37]
involve optimizing four or more objectives. For instance, the software project portfolio optimization
problem [22] involves about eight goals which include maximization of potential revenue, minimizing
the available resources, strategic similarity of projects with software development organization, maxi-
mization of positive as well as minimization of negative synergy effects with-in-the projects selected for
a portfolio.

These many-objective problems have offered great difficulties to state-of-the-art multiobjective evo-
lutionary algorithms (MOEAs) [9, 25]. One of these difficulties is the inability of PD approach for
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evaluating the fitness of solutions (in many-objective scenario) which has resulted in exploring alter-
nate approaches for evaluating the quality of solutions. The second difficulty, worth mentioning, is that
the number of solutions needed to properly represent the Pareto front increases exponentially with the
number of objectives. To make matters complicated, another difficulty, arising from the second, is the
complexity of computation of diversity measure of solutions in a large-dimensional space [28].

2.3. Decomposition-based methods

The decomposition-based methods split an MOP into a number of subproblems and then simultaneously
optimizes them for finding solution of the original problem. The decomposing process involves choosing
the same number of WVs as the subproblems that are widely scattered in the search space. Also the
number of subproblems is equal to population size N and each subproblem is associated with a solution
and a weight-vector. As WVs determine the search directions, there are good chances that the obtained
solutions (at the termination of evolution) will be uniformly spaced over the Pareto front.

These splitting methods are in fact generic approaches since any suitable scalarization technique (e.g.
weighted sum, Penalty-based Boundary Intersection (PBI) Method etc) can be inserted in their frame-
work. For example, in the Weighted Sum Method [29], the weighted sum total of individual objectives is
considered for the scalarization purposes. Suppose w = (w1, · · · , wm)

T be a weight vector such that wi

≥ 0 for all i = 1, · · · ,m and
∑m

i=1wi = 1. Then each scalar optimization subproblem can be formulated
as

minimize gws(x|w) =
m∑
i=1

wifi(x) (2)

Subject to x ∈ Ω

The decomposition methods have been found very effective for optimizing many objective problems.
Among the most popular decomposition-based MOEAs include MOEA/D [40] and MOEA/DD [25].
Another EMO of significant importance is NSGA-III [9] which adopts weight vectors as reference points
for the provision of diversity of solutions. Finally, an improved variant of MOEA/D, named I-MOEA/D
was proposed by Zheng et al. [41]. This algorithm proposes a new decomposition technique referred to
as weighted mixture-style method. Besides decomposition-based methods, other approaches also exist
for improving the diversity of solutions in MOP. Among them, the two recent works in [20, 21] are
worth-mentioning for enhancing the diversity and handling constrained-optimization problems.

3. Existing approaches for WV generation

In this section, we give a suitable account of the existing approaches for the generation of weight vectors
and will mention their shortcomings:-

3.1. RandomSum method

In this method [16], each weight vector (WV) of dimension m is found by generating a vector V of size
m containing random (positive) integers, irnum0, irnum1, . . . , irnumm−1 such that the total of the
numbers is T as shown in eq 3 below:-
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T = irnum0 + irnum1 + · · ·+ irnumm−1 (3)

Then each component of weight vector, wi, is calculated by following formula:-

wi = irnumi/T (4)

We call this approach for generating weight vectors as RandomSum since the total T is random for each
instance of a weight vector. It has been experimentally verified that this approach does not result in
widely spread weight vectors (see sec 5.3 below) since the random sum T in denominator varies with the
numerators (eq 4). For rectifying this problem, the FixedSum approach has been proposed in this work
in which the sum T is selected first and then the set of random integers irnumi is generated so that their
sum is exactly T . Since the value T remains fixed for generation of all N weight vectors whereas the set
of irnumi values are changed every time, this results in much better randomization and improved spread
of weight vectors.

3.2. Das and Dennis method

A systematic method was proposed in [6] for producing a collection of N weight vectors W = (w1, · · · , wN)

on a normalized hyperplane. This hyperplane is a unit simplex of (m− 1) dimensions with an intercept
of one on each axis. The total number of weight vectors, N, in an m-objective problem is given by

N =

(
q +m− 1

m− 1

)
(5)

Where q is the number of divisions considered along each objective axis. For a 3-objective problem hav-
ing four divisions (q=4) along each objective, a total of

(
4+3−1
3−1

)
= 15 weight vectors are generated.

However, for a 4-objective problem, with q=4, the total number of weight vectors produced will be 35.
An example of this technique is given in fig 3 [25] with m=3 and q=4.

Figure 3. Das & Dennis’s weight vector generation process for 3-D space with q=4

The limitations of this method are that the vectors obtained are not uniformly spread and the number N
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of these weight vectors should satisfy the eq 5 above [5]. Thus N will increase nonlinearly with m (see
table 2). As shown by the parallel coordinate plot in fig 4 the weight vectors (total 126) obtained using
Das and Dennis’s method for m=6 and q=4 are not distributed uniformly in space.

Table 2. Number of weight vectors for given m and q

m q N
4 4 35
4 5 56
4 6 84
5 4 70
5 5 126
5 6 210
6 4 126

1 2 3 4 5 6
���������
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Figure 4. NonUniform weight vectors with m=6 and q=4

As discussed in [9], in order to have intermediate weight vectors (not on the boundaries) within the
simplex, one should set q ≥ m. However, in a large-dimensional objective space, there will be a large
amount of weight vectors even if q = m e.g., for seven-objective case, q = 7 will give

(
7+7−1
7−1

)
=

1716 weight vectors. This will substantially increase the computational cost of an EMO algorithm.

3.3. Two-layer weight vector generation method

In order to overcome the short-coming of the Das-Dennis method for WV generation, a two-layer WV
generation method was proposed by Li et al. [25]. First of all, the sets of weight vectors in the boundary
and inner layers (represented as B = {b1, . . . , bN1} and I = {i1, . . . , iN2}, respectively, where N1+N2 =

N ) are generated using the Das and Dennis’s approach, with different q values. Then, the WV coordinates
in the inner layer are contracted by a coordinate transformation. Specifically, as for a weight vector in
the inside layer ip = (ip1, . . . , i

p
m)

T , p ∈ {1, . . . , N2}, its jth component is reevaluated as

ipj =
1− β

m
+ β ∗ ipj (6)

where j ∈ {1, . . . ,m} and β ∈ [0, 1] is a shrinkage factor (typically set as 0.5). Finally, B and I are
mixed together to form the final WV set W.
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As a demonstration of two-layer WV generation method, we produced N1=56 WVs on the boundary
with m=6 and q=3. Next, a total of N2=126 WVs were produced on the inner layer with m=6 and q=4
and then shrinked using the eq 6. Then N1 and N2 were combined to produce a total of N=182 WVs.
The parallel coordinate plot of these WVs is shown in fig 5. The plot clearly shows that most of the PCPs
now lie in the range of 0.0 to 0.60 (as compared to fig 4) resulting in an increase of intermediate WV with
decline in the number of WVs on the boundary. However, even in this case, the WVs are not uniformly
distributed and seems to be sparsely located in the space.

1 2 3 4 5 6
���������
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Figure 5. NonUniform weight vectors using two-layer method

In a later study on the two-layer WV specification [14], following method was suggested for updating
the weight vectors of the inside layers:-

wi = γwi + (1− γ)(1/m), 0 ≤ i ≤ m− 1 (7)

Here the parameter γ ∈ (0, 1). In order to obtain WVs near the boundary, γ had to be kept close to 1.
Conversely, for obtaining points close to the inside layer, γ had to be chosen near to 0.

More recently, the reference [13] has also discussed the limitations of two-layer method which include
the lack of uniform spacing between WVs and the inability to generate any user-specified number of
weight vectors.

3.4. Uniform design method

The uniform design method [12] was employed in [5] for decomposition-based many-objective optimiza-
tion. It involves sampling a collection of uniformly distributed points from a bounded set B ⊂ RM . Here
B is taken as a unit hypercube of m-dimensions such that

B = {(x1, x2, . . . , xM) | 0 ≤ xi ≤ 1, i = 1, . . . ,M} (8)

Next, if we consider some specific point p = (p1, p2, . . . , pM) ∈ B, a hyper-rectangle from 0 to p,
denoted by Bp, is represented as follows:-

Bp = {(x1, x2, . . . , xM) | 0 ≤ xi ≤ pi, i = 1, . . . ,M} (9)
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Considering a set of N points in B, suppose that Np of these points lie in the hyper-rectangle Bp, then
the proportion of points lying in Bp is equal to Np/N . Given that the volume of B is 1, the fraction of
volume of Bp is

VBp = p1 × p2 × · · · × pM (10)

The uniform design in fact is the method of determining N points in B such that the difference between
Np/N and VBp is minimized i.e.

min
p ∈B

|Np

N
− VBp| (11)

One underlying approach is to first find an N × M matrix G (= [gij]) whose individual entries are
evaluated as follows:-

gij = mod(iµj−1, N) + 1, i = [1, N ], j = [1,M ] (12)

Where µ ∈ {1, . . . , N − 1} which results in N − 1 different integer matrices Gµ. The next step is
determining a value δ (among N − 1 values of µ) for finding Gδ such that the condition 11 above is
satisfied. The final step in evaluating weight vector is deriving a matrix C(= [cij]) from Gδ as follows:-

cij =
2gδij − 1

2N
, i = [1, N ], j = [1,M ] (13)

One drawback of this approach is that for evaluating N weight vectors of dimension M , it requires the
evaluation of N − 1 matrices to find a particular value of δ which makes the computational complexity
of step in eq 12 to be O(MN2) which is significantly higher than our proposed FixedSum (to be shown
in sec 4.2). Also it necessitates the selection of point p inside B which may have a significant bearing on
the effectiveness of the results.

4. Description of Methodology

This section is meant to discuss the proposed algorithm for WV generation in an algorithmic lan-
guage. Here it is assumed that this language has different functions for performing different opera-
tions: genRand(n) for generating a random number between 1 and n (limits inclusive) whereas n is
a positive integer. The different file operations available are createF ile(F ) for creating a new file,
appendFile(F,W ) for appending a record W to new file whereas closeF ile(F ) is for closing a file F .

4.1. The WVGA algorithm

The iterative algorithm, WVGA, for generating a single weight vector of dimension m is shown in algo-
rithm 1 and is based on the idea mentioned in sec 3.1 about fixing the value of sum T . It has a single
input m. T as described in sec 3.1 is the total of all m random integers irnumi but is chosen first before
selecting the set of random integers irnumi. Here T has been selected (step 1) as an integer value that is
higher than ϕ ∗ (m− 1) by quantity L where the value of ϕ is selected as 100 in the experiments during
this study.

The WVGA produces different values of irnumi by slicing the range of 1 to T into m random sizes.
For this purpose, it uses an auxiliary variable temp which, during iteration i, defines some fraction of
T from which irnumi is chosen randomly (see fig 6). The temp is initialized to T (step 2) and then an
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Input: m (dimension of weight vector)
Output: Weight Vector W
Global variables: ϕ, T (grant total), R, temp, irnum (integer vector), L
1. T := ϕ ∗ (m− 1) + L

2. temp := T

3. R := genRand(ϕ) [To generate a random number R between 1 and ϕ]
4. temp = temp−R ∗ (m− 1)

5. i = 0 [index of array irnum]
6. while (i < m− 1) do
7. irnum[i] = genRand(temp) [To generate a random number between 1 and temp]
8. temp = temp− irnum[i] +R

9. i++

end
10. irnum[i] = temp

11. for i := 0 to m− 1 do
12. W [i] = irnum[i]/T

end
13. return W

Algorithm 1. Weight Vector Generation Algorithm (WVGA)

amount of R∗(m−1) is borrowed from it by temporarily reducing it by this amount. Here R is a random
variable chosen at the start between 1 and ϕ, the limits inclusive (step 3-4). As the maximum possible
value of R is ϕ, the greatest possible amount borrowed from temp is ϕ ∗ (m− 1) so it is still higher than
zero after borrowing. Next the index, i, of array irnum is initialized to zero (step 5) and the iterative
steps of algorithm (steps 6-9) then start.

Figure 6. The m random integers irnumi are generated in WVGA to make a total of predetermined value T . However each
irnumi is generated in iteration i from temp which contains a partial amount of T at a time.

In each iteration, the next irnumi, is produced as an integer between 1 and temp (step 7). Then temp

is reduced by irnumi (to slice irnumi out of temp) and variable R is added to temp (step 8). Hence in
each iteration, R is added to temp to recover the value R ∗ (m − 1) which was borrowed earlier (step
4) from temp. This means every irnumi is computed based on current value of temp which holds a
fraction of value of T at a time. As the iterations end, the value left in temp is

T −
m−2∑
i=0

irnumi (14)
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This value will finally be assigned to irnumm−1 (step 11) and in this way, the m irnumi values are
generated such that eq 3 is satisfied. Since whole R ∗ (m − 1) is returned back to temp, the i random
variables are in fact sliced out of the whole range of 1 to T . The weight vector is finally generated using
for loop in step by dividing each irnumi by T i.e. using eq 4.

Complexity analysis of WVGA
This algorithm involves two simple (while and for) loops and all remaining statements are sequential.
The while (steps 6 to 9) and for (steps 11 and 12) loops are executed m − 1 and m times respectively.
The statements inside these loops are O(1) so the overall complexity of WVGA algorithm for generating
one weight vector is O(m).

4.2. The FixedSum algorithm

The WVGA algorithm generates only one weight vector in single execution whereas the decomposition-
based MOEAs need as many weight vectors of dimension m as there are solutions N belonging to popu-
lation. Hence the WVGA can be extended to execute iteratively to generate N weight vectors which will
finally be stored in a text file. The resulting extended algorithm, FixedSum, is shown in algorithm 2.

Input: m (dimension of weight vector) and N (number of weight vectors)
Output: Data file F with N Weight Vectors
Global variables: ϕ, T (grand total), R, temp, irnum (integer vector), L
1. T := ϕ ∗ (m− 1) + L

2. createF ile(F ) [creates new file F in current directory]
3. for k := 1 to N do

4. temp := T

5. R := genRand(ϕ) [generate a random number R between 1 and ϕ]
6. temp = temp−R ∗ (m− 1)

7. j = (k − 1)%m [starting index of array irnum]
8. count = 0 : i = j

9. while (count < m− 1) do
10. irnum[i] = genRand(temp) [generates a random number between 1 and temp]
11. temp = temp− irnum[i] +R

12. i := (i+ 1) % m

13. count++

end
14. irnum[i] = temp

15. for i := 0 to m− 1 do
16. W [i] = irnum[i]/T

end
17. appendFile(F,W )

end
18. closeF ile(F )

19. Exit
Algorithm 2. FixedSum algorithm for weight vector generation

In the description of this algorithm, we will mention only the statements which have been added or modi-
fied as compared to algorithm WVGA. In step 1, the value T is selected once as mentioned in sec 4.1 and
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remains fixed throughout the generation of N weight vectors. In step 2, a new text file F will be created
whereas in step 3, a loop starts which will repeat, N times, the whole procedure of WVGA algorithm for
generating weight vectors. After each weight vector is generated, it is appended to the text file F (step
17) and after all weight vectors are produced and appended, the file F is closed (step 18) at the end.
Another important factor to note: as the value of temp is temporarily reduced by R ∗ (m − 1) at the
beginning (step 6) so that random integers start generating from the reduced value; in spite of that, earlier
values of temp might be higher (if R is smaller) which will result in higher values of initial components
of weight vectors. Hence the vectors will become biased towards few dimensions and will not be widely
spread (shown graphically in sec 5.2). In order to avoid that situation, all the random integers produced
for WV generation will not strictly start at array index i = 0 (a slight deviation from step 5 of WVGA
algorithm 1. More specifically, they will start from j = (k − 1) % m where % is the modulus operator
and k is the iteration counter of outer loop and represents the number of particular WV to be generated in
current iteration (step 7). This will result in the assignment of sequence of irnumi values starting from
index 0 to m− 1 with equal probability.

In short, one main purpose of outer loop in FixedSum algorithm is to select the starting index j for

Figure 7. The starting index j of irnumi for WV generation repeatedly shifts from 0 to m− 1 and then wraps around to 0
and so on

storing the irnumi values and from there index i will increment in a circular fashion in the inner loop
during WV generation (see fig 7). In the light of the fact that k goes from 1 to N and N >> m, the
starting index j for a particular WV will keep on shifting, beginning with zero initially and then attaining
a value m− 1 and next resetting to zero and so on during generation of all N weight vectors. Therefore,
if k=20 (in outer loop) and m=8 then i (in inner loop) will start from 3, next 4 and then finally attain a
value 2 for producing the 20th WV i.e. the modulus operator will result in incrementing i in a circular
fashion. The empirical results have demonstrated (see sec 5.2) that this technique of varying i will result
in better spread of solutions.

Complexity analysis of FixedSum
As described earlier, the computational complexity of the routine for computing one weight vector is
O(m). In the FixedSum algorithm, the same routine is invoked N times to generate N weight vectors.
Hence the complexity of FixedSum algorithm is O(mN).

4.3. Theoretical analysis of FixedSum

Before presenting the detailed empirical analysis of FixedSum in the next section 5, here we give a
brief theoretical analysis of the diversity characteristic of our proposed approach. First of all, we further
elaborate the idea presented in sec 3.1 by showing the weight vector expressions for the RandomSum
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and FixedSum approaches in eq 15 and 16 as follows:-

WVrs =

(
irnum0

Tj

,
irnum1

Tj

, . . . ,
irnumm−1

Tj

)
(15)

WVfs =

(
irnum0

T
,
irnum1

T
, . . . ,

irnumm−1

T

)
(16)

It is quite intuitive that as the denominator T in eq 16 is fixed, the WVs for different V = (irnum0, irnum1,

. . . , irnumm−1) will be widely varying from each other whereas the WVs produced using eq 15 for dif-
ferent V might be very close to each other as the denominator Tj will also vary for each weight vector j.
This is empirically demonstrated in sec 5.3.

Furthermore, the algorithm WVGA (see sec 4.1) while generating the vector V makes each respective
irnumi to vary in a limited range. The reason being that the different irnumi used to find a particular
weight vector are in fact slices of grand total T . However at any particular iteration in fig 6, irnumi

is computed using a window of T represented by temp (which is also a random number) so that each
irnumi will uniformly vary in a limited but wider range than RandomSum. Hence analytically speak-
ing, FixedSum, in algorithm 2, which iteratively invokes WVGA, allows a wider diversity of WVs than
RandomSum algorithm by combining the features of windowing and index shifting.

5. Experimental Study

In order to validate our proposed FixedSum, we have graphically compared its results with other three
state-of-the-art methods, Two-layer, RandomSum and Uniform Design methods, mentioned in sec 3.
Moreover, we have compared the performance of these methods for solving benchmark problems using
different MOEAs.

5.1. Experimental Arrangements

We have generated weight vectors for dimensions 2-, 5-, 8-, 10- and 12-D using FixedSum and the other
methods as identified above. In order to initialize T for FixedSum, the value of ϕ is taken as 100 whereas
L is chosen as 50. Since the total T must be sufficiently big value so that it can be split into m components
irnumi with different sizes for each WV, the value of 100 for ϕ was found to be sufficiently large for it.

As the number of weight vectors, N , in Das & Dennis and the two-layer WV generation methods
are fixed for a given m and q, the value of N selected for all experiments is therefore based on these
two parameters. All the WVs are plotted using PC graph to visually compare their spread ability in the
m-dimensional space. For further validation and demonstration of their effectiveness in solving MOPs,
the WVs produced for different m, using different methods, are used for solving the DTLZ1 to DTLZ4
problems using the MOEA/DD algorithm. MOEA/DD [25] is the state-of-the-art algorithm for solv-
ing MOPs (especially with many objectives) and is based on dominance and decomposition whereas
DTLZ1 to DTLZ4 [11] are challenging scalable benchmark problems designed for evaluating the ability
of MOEAs to effectively converge and diversify solutions along the estimated Pareto front. All these
experiments are executed for a total of 30 runs with 250 iterations in each run.
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a). WV without index shifting
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b). WV with index shifting

Figure 8. Impact of Index Shifting on performance of FixedSum

5.2. Impact of Index Shifting on performance of FixedSum

The proposed algorithm generates WVs using index shifting, in which starting index of irnumi is shifted
for each next weight vector using modulo operator. Here the impact of this operation upon diversity char-
acteristic of FixedSum is examined. Fig 8a) shows the PCP plot obtained for WVs without index shifting
whereas fig 8b) shows the plot with index shifting for N=200 and m=10. This clearly demonstrates that,
without index shifting, weight vectors produced are biased i.e. the values of weights obtained for first
two dimensions are in a wider range than the values for remaining dimensions. However with index
shifting, as shown in fig 8b), the WVs obtained are much more uniformly spread and the distribution of
WVs among the boundary as well as inner regions of the m-dimensional space is much better.

5.3. Comparative analysis

In this section, we compare the performance of our proposed method with the results of other approaches
for different dimensions of weight vectors. The results are shown graphically to demonstrate the real
difference of our method with the other approaches.

5.3.1. Weight Vectors of dimension 2

Here we demonstrate the simplest case of generation of weight vectors of dimension 2. Fig 9 shows
the WVs produced using the three approaches namely Das & Dennis method, RandomSum method and
FixedSum method. Here dimension 1 of WVs is plotted on horizontal whereas dimension 2 is plotted on
vertical axis. As fig 9a) illustrates, the WVs produced with DD method are uniformly spread ideally in
the 2D space. However the spread of WVs obtained using the RandomSum method is the worst among
the three approaches as it seems to produce different clusters of WVs with wider space between these
clusters as compared to the FixedSum method. Finally the WVs obtained with FixedSum method are less
uniformly spaced as compared to DD as demonstrated by some space in between the points, however,
the spread in this case seems much better than RandomSum method.
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c). FixedSum method

Figure 9. Weight vectors of dimension 2

5.3.2. Weight Vectors of dimension 5

Generating and plotting the weight vectors
The number of weight vectors for dimension 5 are principally determined using two-layer method (sec
3.3) with different values of q for boundary and inner layers. Using q = 4, N1 =

(
4+5−1
5−1

)
= 70

weight vectors are chosen on the boundary layer whereas using q = 5, N2 =
(
5+5−1
5−1

)
= 126 weight

vectors are chosen on the inner layer to get a total of N = 196 weight vectors. For comparison purpose,
N is also set as 196 for FixedSum, RandomSum and uniform design methods. The δ for uniform design
method is taken as 163 as recommended in [5] for M=5. As a result, the weight vectors of dimension
5, obtained using the four approaches, are shown in fig 10. A careful comparison of figures 10a) to
10d) shows that the WVs generated using FixedSum method are more densely and uniformly spread as
compared to the other three approaches. The WVs generated by two-layer method, although seem to be
uniformly spread, are sparsely located in space whereas the WVs produced by RandomSum and uniform
design methods are not uniformly spread in the sense that the values obtained for each dimension are
in a smaller range; for example in fig 10b) and 10c), very few WVs have a component with a value
0.6 or higher. Hence the RandomSum and uniform design methods do not cover WVs belonging to the
boundary regions where few dimensions have a comparatively higher values of weights as compared to
the remaining dimensions.
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d). FixedSum method

Figure 10. Weight vectors of dimension 5

Plotting the results of DTLZ4
In order to demonstrate the superiority of our FixedSum algorithm in providing a better spread of WVs,
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we have solved the DTLZ4 problem using MOEA/DD algorithm by utilizing the 5-D weight vectors
obtained using the four methods namely two-layer method, RandomSum, uniform design and FixedSum.
The resulting Pareto fronts are plotted using the PC plots in fig 11. A comparison of these plots in fig 11a)
to 11d) clearly shows that the solutions obtained using WVs of proposed FixedSum algorithm are more
uniformly spread over the entire Pareto front as compared to the solutions acquired through other WVs.
As shown in fig 11a), the objective values for the solutions got through the two-layer method do not
cover the entire respective domain (i.e. fi(x) ∈ [0, 1]) and are missing certain ranges of values. However
the solutions got through RandomSum and uniform design in fig 11b) and 11c) are more concentrated in
the middle sections of Pareto front and the tradeoffs do not seem to be very good. Finally, the solutions
got through FixedSum method (see fig 11d)) cover the entire range of objective values for different
objectives.
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a). Two-layer method
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b). RandomSum method
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c). Uniform Design method
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d). FixedSum method

Figure 11. Solutions of DTLZ4 problem using MOEA/DD

Quantitative comparison of different approaches
For comparing the performance of these four approaches on 5-D problems, we conducted an experiment
for solving the four DTLZ benchmark problems (DTLZ1 to DTLZ4) [11] using MOEA/DD (with a pop-
ulation size of 196) and summarized the results using IGD+ indicator. The IGD+ (inverted generational
distance) by Ishibuchi [15] gives combined estimate of convergence and diversity of solutions for an
EMO algorithm. The lower value of this indicator gives better performance than higher value. The re-
sults of the experiment are shown in the tables 3 and 4.

Table 3. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD MOEADD-2L
DTLZ1 4.19e− 021.2e−03 4.57e− 021.9e−03 4.80e− 021.1e−03 4.28e− 028.9e−04

DTLZ2 7.50e− 022.5e−04 7.94e− 021.5e−03 9.94e− 021.0e−03 7.00e− 022.8e−04

DTLZ3 7.88e− 022.5e−03 9.03e− 025.0e−03 1.04e− 013.0e−03 7.63e− 023.1e−03

DTLZ4 6.69e− 022.8e−04 7.07e− 021.2e−03 8.88e− 021.0e−03 6.11e− 023.9e−04

Table 4. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD MOEADD-2L
DTLZ1 4.16e− 021.4e−03 4.52e− 021.3e−03 4.79e− 021.6e−03 4.28e− 029.9e−04

DTLZ2 7.49e− 023.3e−04 7.90e− 021.8e−03 9.92e− 021.4e−03 7.00e− 023.8e−04

DTLZ3 7.86e− 023.8e−03 8.96e− 026.1e−03 1.04e− 014.4e−03 7.53e− 024.4e−03

DTLZ4 6.69e− 025.1e−04 7.02e− 021.2e−03 8.86e− 021.7e−03 6.11e− 024.9e−04
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The four columns MOEADD-FS, MOEADD-RS, MOEADD-UD and MOEADD-2L in these tables rep-
resent the versions of MOEA/DD algorithm using FixedSum, RandomSum, uniform design and two-
layer approaches respectively for WV generation. The dark-grey background in these tables show that
MOEA/DD with two-layer approach gives best performance in three DTLZ problems and MOEADD-FS
is superior in only the DTLZ1 problem.

However the problem with two-layer method is that it cannot work on a population size of more than
196 on 5-D problems. At the same time, a big issue in many-objective optimization is the requirement of
larger population size (sec 2.2). Hence, after excluding two-layer method, we conducted next experiment
with remaining three approaches on 5-D problems with a larger population size of 300. The results
are shown in tables 5 and 6 which show the best performance of proposed FixedSum over remaining
approaches. Hence it is concluded that overall FixedSum approach for WV generation works best on
larger population sizes than other three approaches.

Table 5. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 5.26e− 029.5e−04 6.18e− 028.3e−04 6.43e− 021.1e−03

DTLZ2 6.14e− 021.4e−04 8.26e− 028.9e−04 8.54e− 022.2e−03

DTLZ3 7.64e− 021.6e−03 9.82e− 022.3e−03 1.06e− 013.2e−03

DTLZ4 5.29e− 022.1e−04 7.41e− 021.1e−03 7.41e− 021.5e−03

Table 6. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 5.22e− 021.4e−03 6.19e− 021.1e−03 6.40e− 021.8e−03

DTLZ2 6.14e− 021.8e−04 8.25e− 021.4e−03 8.54e− 023.5e−03

DTLZ3 7.61e− 022.4e−03 9.78e− 023.4e−03 1.05e− 014.0e−03

DTLZ4 5.30e− 023.0e−04 7.40e− 021.5e−03 7.43e− 022.3e−03

5.3.3. Weight Vectors of dimension 8

Generating and plotting the weight vectors
The number of weight vectors for dimension 8 are again principally determined using two-layer

method (sec 3.3) with different values of q for boundary and inner layers. Using q = 2, N1 =
(
2+8−1
8−1

)
=

36 weight vectors are chosen on the boundary layer whereas using q = 3, N2 =
(
3+8−1
8−1

)
= 120

weight vectors are chosen on the inner layer to get a total of N = 156 weight vectors. For comparison
purpose, N is also set as 156 for RandomSum, FixedSum and uniform design methods. The δ for uni-
form design method is taken as 157 in this case. As a result, the WVs of dimension 8 obtained using the
four approaches are shown in fig 12. A careful comparison of figures 12a) to 12d) shows that the WVs
generated using FixedSum method are again more densely and uniformly spread (like D-5) as compared
to the other three approaches. The WVs generated by two-layer method are sparsely located in space
whereas the WVs produced by RandomSum and uniform design methods are not uniformly spread at all
in the sense that the values obtained for each dimension are in a much smaller range as compared to the
FixedSum method. Hence the RandomSum and uniform design methods do not cover WVs belonging to
the boundary regions.
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a). Two-layer method
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b). RandomSum method
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c). Uniform design method
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d). FixedSum method

Figure 12. Weight vectors of dimension 8

Plotting the results of DTLZ4
Like the 5-D case, we have solved the DTLZ4 problem with MOEA/DD algorithm by using the 8-D

weight vectors obtained using the four methods. The resulting Pareto fronts are plotted using the PC
plots in fig 13. A comparison of these plots in fig 13a) to 13d) clearly shows that the solutions obtained
using WVs of proposed FixedSum algorithm are more uniformly spread over the entire Pareto front as
compared to the solutions obtained through other WVs. As shown in fig 13a), the objective values for the
solutions obtained through the two-layer method do not cover the entire domain and are missing certain
ranges. However the solutions got through RandomSum in fig 13b) and uniform design in fig 13c) are
more concentrated in the middle sections of Pareto front and the tradeoffs do not seem to be very wide.
Finally, the solutions got through FixedSum method (fig 13d)) cover the entire range of objective values.
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a). Two-layer method
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b). RandomSum method
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c). Uniform design method
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d). FixedSum method

Figure 13. Solutions of DTLZ4 problem using MOEA/DD

Quantitative comparison of different approaches
For comparing the performance of these four approaches on 8-D problems, we performed an experiment
for solving the four DTLZ problems (DTLZ1 to DTLZ4) using MOEA/DD (with a population size of
156) and summarized the results using IGD+ indicator. The results of the experiment are shown in the
tables 7 and 8.

The four columns MOEADD-FS, MOEADD-RS, MOEADD-UD and MOEADD-2L in these tables rep-
resent the versions of MOEA/DD algorithm using FixedSum, RandomSum, uniform design and two-
layer approaches respectively for WV generation. The dark-grey background in these tables show that
MOEA/DD with two-layer approach gives best performance in all four DTLZ problems as compared to
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Table 7. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD MOEADD-2L
DTLZ1 1.49e− 033.3e−04 3.61e− 036.3e−04 3.44e− 011.3e−01 8.04e− 048.7e−05

DTLZ2 1.04e− 016.8e−04 1.72e− 012.5e−03 3.07e− 011.1e−02 9.31e− 021.2e−03

DTLZ3 2.01e− 034.8e−04 1.89e− 024.7e−03 6.49e− 012.2e−01 1.17e− 033.3e−04

DTLZ4 8.46e− 021.6e−03 1.84e− 012.8e−03 2.54e− 011.2e−02 6.29e− 024.1e−04

Table 8. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD MOEADD-2L
DTLZ1 1.45e− 032.9e−04 3.49e− 036.5e−04 3.62e− 011.8e−01 7.73e− 041.0e−04

DTLZ2 1.04e− 018.2e−04 1.72e− 013.9e−03 3.05e− 011.2e−02 9.31e− 021.5e−03

DTLZ3 2.01e− 036.8e−04 2.05e− 023.9e−03 6.06e− 013.4e−01 1.03e− 033.3e−04

DTLZ4 8.44e− 022.7e−03 1.84e− 014.1e−03 2.55e− 011.5e−02 6.29e− 025.4e−04

the other three approaches in achieving diversity and convergence of solutions whereas the FixedSum
approach is runnerup in this case.

Again the problem with two-layer method is that it cannot work on a population size of more than 156
on 8-D problems. Owing to the requirement of large population size with many-objective optimization,
we conducted next experiment, after excluding two-layer method, on 8-D problems with a population
size of 300. The results are shown in tables 9 and 10 which show the best performance of proposed
FixedSum over remaining approaches. Hence it is reiterated that overall FixedSum approach for WV
generation works best on larger population sizes than other three approaches.

Table 9. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 1.41e− 035.2e−04 4.94e− 032.8e−03 2.57e− 018.5e−02

DTLZ2 8.57e− 028.5e−04 1.47e− 012.4e−03 2.62e− 017.7e−03

DTLZ3 9.62e− 042.7e−04 4.70e− 034.4e−03 3.79e− 011.3e−01

DTLZ4 7.01e− 022.2e−03 1.63e− 014.4e−03 2.25e− 018.9e−03

Table 10. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 1.31e− 036.8e−04 4.31e− 034.1e−03 2.57e− 011.4e−01

DTLZ2 8.57e− 021.3e−03 1.47e− 014.2e−03 2.62e− 018.9e−03

DTLZ3 8.66e− 044.0e−04 2.82e− 037.4e−03 3.93e− 012.1e−01

DTLZ4 6.99e− 023.1e−03 1.64e− 016.0e−03 2.26e− 018.9e−03

5.3.4. Weight Vectors of dimension 10

Generating and plotting the weight vectors
The number of weight vectors for dimension 10 are again determined using two-layer method (sec

3.3) with different values of q for boundary and inner layers. Using q = 2, N1 =
(
2+10−1
10−1

)
= 55

WVs are chosen on the boundary layer whereas using q = 3, N2 =
(
3+10−1
10−1

)
= 220 WVs are chosen

on the inner layer to get a total of N = 275 weight vectors. For comparison purpose, N is also set as 275
for FixedSum, RandomSum and uniform design methods. The δ for uniform design method is chosen as
71 in this case. As a result, the weight vectors of dimension 10 obtained using the four approaches are
shown in fig 14.
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a). Two-layer method

1 2 3 4 5 6 7 8 9 10
���������

0.0

0.2

0.4

0.6

0.8

1.0



��
��
	

b). RandomSum method
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c). uniform design method

1 2 3 4 5 6 7 8 9 10
���������

0.0

0.2

0.4

0.6

0.8

1.0



��
��
	

d). FixedSum method

Figure 14. Weight vectors of dimension 10

A careful comparison of figures 14a) to 14d) shows that the WVs generated using FixedSum method
are more densely and uniformly spread as compared to the other three approaches. The WVs generated
by two-layer method are again sparsely located in space whereas the WVs produced by RandomSum and
uniform design methods are not uniformly spread in the sense that the values obtained for each dimension
are in a much smaller range as compared to the FixedSum method. Hence again the RandomSum and
uniform design methods do not cover WVs belonging to the boundary regions.
Plotting the results of DTLZ4

Like the 5- and 8-D cases, we have solved the DTLZ4 problem with MOEA/DD by using the 10-D
weight vectors obtained using the four methods. The resulting Pareto fronts are plotted using the PC
plots in fig 15. A comparison of these plots in figures 15a) to 15d) clearly shows that the solutions
obtained using WVs of proposed FixedSum algorithm are more uniformly spread over the entire Pareto
front as compared to the other WVs. As shown in fig 15a), the objective values for the solutions obtained
through the two-layer method again do not cover the entire range. However the solutions got through
RandomSum in fig 15b) and uniform design method in fig 15c) are more concentrated in the middle
regions of Pareto front. Finally, the solutions got through FixedSum method (see fig 15d)) cover the
entire range of objective values.
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a). Two-layer method
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b). RandomSum method
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c). Uniform design method
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d). FixedSum method

Figure 15. Solutions of DTLZ4 problem using MOEA/DD

Quantitative comparison of different approaches
For comparing the performance of the same four approaches on 10-D problems, we performed an

experiment for solving the four DTLZ benchmark problems (DTLZ1 to DTLZ4) using MOEA/DD (with
a population size of 275) and summarized the results using IGD+ indicator. The results of the experiment
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are shown in the tables 11 and 12. It can be seen in these tables that MOEA/DD with two-layer approach
gives best performance in three DTLZ problems whereas FixedSum works best for only DTLZ3 problem
in achieving diversity and convergence of solutions.

Table 11. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD MOEADD-DD
DTLZ1 1.02e− 031.3e−04 6.73e− 031.4e−03 1.44e− 031.0e−04 1.00e− 031.1e−04

DTLZ2 1.38e− 017.4e−04 2.18e− 012.9e−03 2.18e− 013.9e−03 1.27e− 018.2e−04

DTLZ3 1.37e− 033.0e−05 3.11e− 028.5e−03 2.16e− 035.4e−04 1.39e− 038.3e−05

DTLZ4 1.10e− 017.6e−04 1.87e− 012.2e−03 1.72e− 012.6e−03 9.44e− 024.6e−04

Table 12. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD MOEADD-DD
DTLZ1 9.77e− 041.2e−04 7.30e− 032.3e−03 1.40e− 037.1e−05 9.65e− 041.6e−04

DTLZ2 1.38e− 011.1e−03 2.18e− 013.0e−03 2.19e− 016.2e−03 1.27e− 011.0e−03

DTLZ3 1.36e− 032.6e−05 3.11e− 029.5e−03 1.89e− 035.0e−04 1.36e− 036.3e−05

DTLZ4 1.09e− 011.1e−03 1.87e− 013.0e−03 1.73e− 014.1e−03 9.44e− 027.3e−04

Recalling the inherent problem with two-layer method that it cannot work on a population size of more
than 275 on 10-D problems. Hence, again after excluding two-layer method, we conducted next exper-
iment with remaining three approaches on 10-D problems with a population size of 300. The results
are shown in tables 13 and 14 which demonstrate the best performance of proposed FixedSum over
remaining approaches on larger population sizes than the other approaches.

Table 13. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 1.56e− 032.7e−04 1.42e− 021.7e−03 2.62e− 032.2e−03

DTLZ2 1.24e− 017.3e−04 1.79e− 012.1e−03 1.80e− 013.6e−03

DTLZ3 1.00e− 031.1e−04 6.25e− 021.5e−02 2.70e− 032.9e−03

DTLZ4 1.06e− 017.8e−04 1.67e− 012.2e−03 1.51e− 012.1e−03

Table 14. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 1.47e− 034.4e−04 1.43e− 022.2e−03 1.79e− 031.4e−04

DTLZ2 1.24e− 019.5e−04 1.80e− 012.8e−03 1.81e− 015.0e−03

DTLZ3 9.76e− 045.9e−05 6.78e− 021.4e−02 1.20e− 031.8e−03

DTLZ4 1.06e− 019.9e−04 1.66e− 012.6e−03 1.51e− 012.8e−03

5.3.5. Weight Vectors of dimension 12

Generating and plotting the weight vectors
In this case, first of all, we demonstrate here that the number of weight vectors and hence the population
size required for two-layer method is very large for m=12. Next we compare the FixedSum, RandomSum
and uniform design methods to show the better results of the former over the later two methods.

Using the two-layer method, N1 =
(
2+12−1
12−1

)
= 78 weight vectors are chosen on the boundary

layer with q = 2 whereas N2 =
(
3+12−1
12−1

)
= 364 weight vectors are chosen on the inner layer with q

= 3 to get a total of N = 442 weight vectors. However, in this case, N=442 is a very large population size
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resulting in the unbearably slow performance of any optimization algorithm for 12-D problem. Hence
the use of two-layer method is ruled out for m > 10. Consequently, the three possible choices left are
the FixedSum, RandomSum and uniform design methods.

Quantitative comparison of different approaches
We performed an experiment, for comparing these three approaches on 12-D problems, by solving the
four DTLZ problems using MOEA/DD (with a population size of 300) and have summarized the results
using IGD+ indicator. The results of the experiment are shown in the tables 15 and 16. It can be seen that
MOEA/DD with FixedSum approach gives best performance in all four DTLZ problems as compared
to MOEA/DD-RS and MOEA/DD-UD which proves the superiority of FixedSum method over other
approaches.

Table 15. IGD+. Mean and Standard Deviation

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 9.75e− 041.7e−04 5.65e− 037.1e−04 3.93e− 031.7e−03

DTLZ2 1.57e− 017.8e−04 2.14e− 011.2e−03 2.07e− 012.5e−03

DTLZ3 1.08e− 031.1e−04 7.58e− 025.0e−03 3.77e− 022.7e−02

DTLZ4 1.59e− 018.9e−04 2.27e− 011.7e−03 2.19e− 013.2e−03

Table 16. IGD+. Median and Interquartile Range

MOEADD-FS MOEADD-RS MOEADD-UD
DTLZ1 9.81e− 042.9e−04 5.76e− 039.2e−04 4.06e− 033.0e−03

DTLZ2 1.57e− 011.1e−03 2.14e− 011.5e−03 2.07e− 014.0e−03

DTLZ3 1.10e− 031.6e−04 7.50e− 027.2e−03 2.49e− 025.2e−02

DTLZ4 1.59e− 011.3e−03 2.27e− 012.7e−03 2.19e− 014.3e−03

5.3.6. Comparison using the RODE algorithm

In this section, we have compared the proposed FixedSum approach with RandomSum and uniform
design on a recently proposed many-objective algorithm RODE [34] on 5-D instances of DTLZ1 to
DTLZ4 problems. The two-layer method is not considered due to the requirement of larger population
size (i.e. 300 in this case). RODE is based on ranking dominance and employs weight vectors and
opposition-based differential evolution (DE) to improve the diversity of solutions in a novel way. For
conducting the experiment, we have chosen the rand/1/bin strategy of DE with crossover ratio as 0.15
and scale factor taken as 1.5. The results are shown below in tables 17 and 18.
These results further substantiate the idea that FixedSum approach of WV generation is best for decomposition-
based optimization algorithms especially in the many-objective scenario.

5.3.7. Statistical analysis of results

For further demonstrating the superiority of our results in sec 5.3.5, we have run two statistical tests on
the collected experimental data.

The table 19 displays the outcomes of executing the Friedman test (for ranking of algorithms) on the
results of tables 15 and 16 on the IGD+ metric. The lower the rank numeric value, the higher the rank. It
demonstrates that the MOEADD-FS is ranked first in all experiments with DTLZ1 to DTLZ4 problems
in sec 5.3.5 for 12-objective problems.
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Table 17. IGD+. Mean and Standard Deviation

RODE-FS RODE-RS RODE-UD
DTLZ1 7.66e− 025.6e−03 1.06e− 011.6e−01 1.23e− 011.6e−01

DTLZ2 6.80e− 028.9e−02 1.83e− 011.2e−01 2.43e− 018.5e−02

DTLZ3 2.93e− 011.4e+00 4.59e− 011.8e+00 4.10e− 011.2e+00

DTLZ4 6.39e− 028.3e−02 1.50e− 011.1e−01 1.88e− 011.1e−01

Table 18. IGD+. Median and Interquartile Range

RODE-FS RODE-RS RODE-UD
DTLZ1 7.90e− 029.5e−03 8.06e− 028.4e−03 8.14e− 026.9e−05

DTLZ2 3.95e− 041.9e−01 1.91e− 012.1e−01 2.15e− 011.4e−01

DTLZ3 8.73e− 042.0e−04 1.91e− 011.9e−01 1.91e− 019.5e−02

DTLZ4 1.25e− 051.7e−01 1.67e− 012.4e−01 2.08e− 011.8e−01

Table 19. Average ranking of the algorithms

Algorithm Ranking
MOEADD-FS 1.0
MOEADD-UD 2.0
MOEADD-RS 3.0

We have also applied the Wilcoxon rank-sum test at 5% level of significance to results of sec 5.3.5
which shows that MOEADD-FS is significantly better than MOEADD-RS and MOEADD-UD in all four
DTLZ problems on IGD+ metric.

5.4. Effectiveness of FixedSum Method

In continuation of the discussion on experimentation about the proposed algorithm, we now sum up the
performance of FixedSum. In a nutshell, the proposed strategy has been demonstrated to be effective in
producing an arbitrary number of weight vectors which are distributed widely in m dimensional space.
When used in the framework of a decomposition-based MOEA (sec 2.3), these WVs can be associated
with each subproblem and each solution in order to produce a Pareto front with good convergence and
diversity of solutions. Different scalarization techniques (e.g. weighted-sum, PBI) can be inserted into
the frameworks to leverage the strength of WV method. Finally, the use of WVs generated by FixedSum
will not only enhance the diversity but also improve the convergence of points because of the avoidance
of premature convergence.

6. Conclusion

In this paper, we proposed a novel algorithm, FixedSum, for the generation of arbitrary number of WVs
of any user-specified dimension and compared its results (graphically and analytically) with other meth-
ods on 2-, 5-, 8-, 10- and 12-D weight vectors. For further validation of our approach, we applied our
weight vectors along with WVs of two other methods for solving the DTLZ problems using a popu-
lar decomposition-based algorithm MOEA/DD. All the results, including the statistical tests, demon-
strate the improved spread ability (of weight vectors) of our approach as compared to the competing
approaches. Also the complexity of FixedSum algorithm is O(mn), which means, for a given m, com-
plexity increases linearly with population size N . Especially for m > 10, the use of FixedSum approach
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is proved to be indispensable because of poor performance of other approaches in this case. In a nutshell,
the employment of FixedSum in decomposition-based multiobjective optimization will aid in improving
the convergence and diversity of solutions in these approaches.

In future, we plan to fine tune our proposed algorithm for further uniform distribution of WVs and will
study the impact of varying the parameter ϕ on the performance of FixedSum. Furthermore, we intend
to extend our algorithm by introducing periodic WV adjustment for solving MOPs with irregular Pareto
fronts [24, 27].
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