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Abstract

The study aims to identify relationships among selected behavioral characteristics of decision-makers (DMs), i.e., experience
in making complex decisions, decision-making style, and ability to use various multiple criteria decision-aiding (MCDA)
methods coherently, and their impact on the evaluation of the latter functionality and recommendations for future use. The
relationships were verified using experimental data through a structural equation model (SEM) and cluster analysis for three
MCDA methods, i.e., AHP, SMART, and TOPSIS. One of the strongest effects identified by SEM was observed between
coherence in methods’ use and the DM’s opinion on their functionality. DM’s satisfaction and future willingness to use
MCDA tools are related to the positive experience gained from using these tools in advance. Decision-making styles shape
method selection, with TOPSIS favored by highly experienced DMs, SMART by highly rational, and AHP by those with low
experience and a rational approach.
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1. Introduction

Multiple criteria decision-aiding (MCDA) is a methodology offering methods and techniques widely
used to facilitate decision-makers (DMs) in solving real-world problems of various natures and contexts
where multiple conflicting evaluation criteria are involved [36, 51, 80]. All multiple criteria methods
and techniques differ at the technical level in, among others, describing the system of preferences, elic-
itation of weights, the mathematical algorithm utilized, and the level of uncertainty embedded in the
data set. Moreover, they make many assumptions that limit their applicability. Hence, no method is
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universal enough to solve every problem [4, 64, 97, 135]. However, the consequences of the inappropri-
ately used MCDA technique may be a misleading or unsatisfactory solution, wrong decisions incurring
losses in time, energy, and money, and the resulting DM’s discouragement from future use of MCDA
techniques [49]. Therefore, many studies offer various recommendation procedures on which method
for which problem to use [30, 47, 108, 110, 132]. According to them, such recommendation depends on
many factors, including the size and type of problem, type of data, way of preference elicitation, and the
number of DMs.

Other studies point out that some behavioral issues may also play a role in evaluating and accept-
ing the MCDA methods by DMs and hence be worth considering when searching for decision-aiding
techniques adequate to particular decision-making problems and contexts [85, 86, 124, 129]. One of
the crucial behavioral characteristics of DM is its cognitive capabilities, which are related to how DM
processes information. Cognitive capabilities (and resulting cognitive styles) make DMs less or more
prone to cognitive biases and heuristics that heavily affect decision-making. They can cause difficulties
in providing accurate information about goals and preferences or understanding the mechanisms of ac-
tion of algorithms and support methods [7, 50, 118, 125], which play a crucial role in successful problem
analysis.

Researchers also noticed that different methods applied to the same problem with similar data could
produce different results [61, 75, 97, 135]. One reason for such differences may be technical, i.e., the
methods use different algorithms for preference elicitation and aggregation. However, the other reason
may be the cognitive limitations of DMs that make them more or less able to operate with a particular
MCDA algorithm efficiently. These cognitive limitations may be linked to other behavioral character-
istics of DM, such as knowledge of MCDA tools, experience in their use, and general mathematical
skills [75], which impact further behavioral evaluations such as understanding and acceptance of the
applied method [5, 90]. Therefore, Roy and Słowiński [108] pay attention to intelligibility, axiomatic
characterization, and weaknesses of the considered methods in selecting the MCDA method. It allows
DMs to reduce the unpleasant feeling of being manipulated by a black-box methodology as they may
more easily understand the way that the technique operates [97].

Finally, MCDA methods are usually not used without accompanying software support, i.e., decision
support systems (DSS) [30, 89, 101]. DSSs perform all necessary computations but involve DMs in
the preference elicitation process. Therefore, potential problems with using DSS, e.g., due to a poorly
designed interface, may result in weak acceptance of the DSS and the MCDA method [104, 115]. Hence,
in some recommendations on MCDA selection, the way of interacting with DSS is also raised as an
issue [30, 47, 53, 91]. Additionally, research on cognitive styles confirms that if the decision support
system considers the user’s cognitive style, DSS is more effective and user-friendly [16, 77, 126].

As shown above, many studies extensively explore simple connections between selected issues of us-
ing MCDA tools. Some study the behavioral and cognitive aspects of multiple criteria decision support
(see, e.g., [40, 48]), while others focus on analyzing the impact of these issues on the evaluation of DSS
methods and systems [5, 27]. Finally, others examine the efficiency of different techniques used to sup-
port DMs in solving problems of various contexts and nature [30, 132]. However, there is still a lack
of comprehensive empirical works investigating how all these issues interlace in the process of multi-
ple criteria decision-aiding supported by software tools and what is the structure of significant causative
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relationships among them. The absence of such comprehensive studies makes it impossible to draw de-
scriptive conclusions regarding how decision-making experience impacts cognitive capabilities and how
both of these factors collectively influence a DM’s ability to effectively use MCDA methods, evaluate
their functionality, and ultimately determine their intent to use them in resolving future decision-making
problems. This research gap is highly vital for behavioral operations research theory.

Therefore, this study aims to identify the structural relationships among the behavioral factors that
impact the use and evaluation of MCDA methods. We verify experimentally:

• How do the behavioral factors represented by the decision-making style and the decision-making
experience affect the DM’s ability to use different MCDA methods coherently?

• How do the aforementioned behavioral factors and the resulting ability to coherently use the MCDA
methods impact the subjective evaluation of the functionality of these techniques?

We also verify the relationships between the aforementioned behavioral factors and DM’s consid-
erations regarding which MCDA technique is best suited for supporting real-world decision-making
problems. Based on our best knowledge, no empirical studies are investigating such a structure of re-
lationships, which includes mediating mechanisms between the behavioral characteristics of DM and
their direct and indirect impact on the perceived functionality (PF) of MCDA methods. Nor could we
find earlier studies that link the behavioral factors with DMs’ selection or recommendation of a multiple
criteria decision-aiding method.

Our study uses the data from an online multiple criteria decision-making (MCDM) experiment, which
consists of detailed transcripts of DM’s performance when using online DSS as well as responses to
a series of surveys. It allowed us to build the structural equation model (SEM), explaining the potential
causal relationship among the factors describing the behavioral profile of DM and the decision-aiding
results and their evaluation, and then investigate in a clustering-based approach the relationship between
the enhanced cognitive profile and recommendations of MCDA methods for future analyses in solving
the MCDM problems.

Such a formal approach allows us to establish an original, authorial contribution to the development of
behavioral operations research theory. This contribution is comprised of quantitatively verified descrip-
tive conclusions regarding the directions, strength, and significance of the impact of decision-making ex-
perience and cognitive style on a DM’s ability to utilize three multi-criteria decision support methods i.e.,
Analytic Hierarchy Process (AHP) [109], Simple Multiple Attribute Rating Technique (SMART) [38],
and Technique for Ordering Preferences by Similarity to Ideal Solution (TOPSIS) [60]. Additionally,
it encompasses the evaluation and intention to use these methods in the future to resolve various multi-
criteria decision problems. Apart from enhancing the science of behavioral operational research, our
study has also practical contribution to DSS designers and decision analysts. It indicates the behavioral
characteristics that should be considered while designing the cognitive support systems as defined by
Kersten and Cray [67] and hence reduces, what was pointed out by Cassaigne et al. [26], as a challenge
for i-DMSS is to be flexible and adapt the cognitive style of the user of the system.

This paper consists of six sections. In Section 2, following the Introduction, a literature review in terms
of MCDA is provided with links to behavioral issues related to information processing style, decision-
making experience, and DM’s analytic abilities to show our motivation to build the causal model of
the possible relationships. Then, the hypotheses are formulated, and the research model is proposed.
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In Section 3, the experimental setup used to verify the model is described, as well as the notions and
concepts used to formulate the key factors. Section 4 presents the results obtained through the structural
equation model and cluster analysis. Finally, in Section 5, the results are discussed. The outlooks for
future work showing how the model can be extended are discussed in Section 6.

2. Literature review and hypotheses development

DMs have various behavioral characteristics that influence their decision-making. These characteristics
include (1) experience, skills, and knowledge about problem-solving and using multiple criteria methods,
(2) cognitive abilities to work with MCDA techniques, and (3) decision-making style. In the following
subsections, we discuss them and formulate hypotheses on their potential relationships.

2.1. The selection and use of multiple criteria decision-aiding methods

2.1.1. Choosing the MCDA method for solving a decision problem

Various MCDA methods can lead to different rankings; their selection is often subjective and depen-
dent on DM. Some researchers proposed guidelines for selecting an appropriate method, for instance,
the model choice algorithm [46, 47], the model selection process [122], interactive decision support
systems [132], and expert systems [62, 101]. Alongside many alternative recommendations regarding se-
lecting the MCDA technique, there is also no agreement on the criteria for choosing the most appropriate
method. Several researchers suggest various criteria for evaluating MCDA methods [30, 53, 92, 110] that
focus on the problem, technique, decision-maker (or analyst), and decision support system. Different
decision situations (problems) have distinct characteristics (for instance, the type of decision problem, its
scale, and the type of data available), which should match the technical requirements of methods applied
to analyze and solve them. Techniques themselves differ in algorithms, preference information required
from DM, solution properties, or ease of use. Also, DMs, who must provide the preference information,
differ in their decision-making styles, cognitive capabilities, skills, and experience. The criteria related
to the decision support system include the interface’s usability that implements the MCDA methods,
easiness, transparency, and the preferred way of interacting with DMs.

Some researchers propose taxonomies and recommendation systems based on criteria that focus pri-
marily on the technical aspects of the problem and preference elicitation process. The first taxonomy of
MCDA methods was introduced by MacCrimmon [78], who also proposed a choice rule based on a tree
diagram. A similar approach was presented later by Hwang and Yoon [60]. As the new methods and
techniques were designed, new taxonomies were proposed. Recently, Wątróbski et al. [132] provided a
generalized framework in the form of rules for selecting MCDA methods for decision-making situations.
They also offer an interactive web-based tool that allows them to set a series of filters to choose the one
that fits the decision-making context best. Similarly, Cinelli et al. [30] proposed a taxonomy of character-
istics for the multiple criteria decision analysis process that can be used in searching for the best fitting
multiple criteria approach.
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2.1.2. The behavioral criteria to evaluate MCDA methods

Some studies explicitly identify the criteria that address DMs’ behavioral features. Gershon and Duck-
stein [47] proposed a compromise programming procedure to choose an appropriate MCDA technique
based on 28 criteria, including characteristics describing the problem, the techniques, and DMs. Among
the latter, they identified such criteria as DM’s desire for interaction, technique knowledge, and evaluation
of technique simplicity. They argued that a thorough understanding of the technique helps the decision-
maker to understand fully the meaning of the solution. Similarly, Evans [43] and Ozernoy [91, 92] paid
attention to DM’s characteristics that should be considered when selecting MCDA methods. They include
DM’s acceptance of a particular method and the ability to provide the preference information required by
this method. Leoneti [75] distinguishes six critical factors in choosing the MCDA method and suggests
that besides comparing the axiomatic characteristic of methods, some other issues – more related to the
decision-making context – should be considered. They are available time, the effort required, the impor-
tance of the accuracy of results, transparency of the analytic process, and the skills needed for using the
method. Guitouni and Martel [53] explicitly address the DM’s cognition, to which they include, among
others, DMs’ subjective perception of the comfort of work with the methods (i.e., if they prefer to com-
pare alternatives pairwisely or in direct rating). Together with other authors [47, 59, 122], they also raise
the importance of the algorithm’s transparency, the interface’s usability when implemented as a software
tool, and ease of use.

The fact that MCDA tools are widely implemented in decision support systems [89, 101] may make
the DMs evaluate the former through the prism of software evaluation. In this context, it is necessary to
investigate what may affect the acceptance of applied systems and the usefulness of proposed decision
support methods. Petter et al. [96] presented an extensive literature review of 180 studies from 1992

to 2007, dealing with various aspects of the success of information systems (IS). Applying DeLone and
McLean (D&M) model, 90 empirical studies were examined, and results were summarized using the six
dimensions — system quality, information quality, service quality, use, user satisfaction, and net benefits.
It is worth noting that the TAM-based models are often implemented [5, 27, 104, 115] to consider the
acceptance of different methods implemented in DSS.

Considering the aforementioned behavioral issues, a notion of the perceived functionality of the MCDA
method may be defined. It relates to DM’s subjective evaluation of this method and includes its ease of
use [4, 47, 59, 122], time and effort requirements [47, 75, 122] evaluation of interface [47, 53], and perceived
quality of the results when confronted with initial DM preferences [75]. Perceived functionality defined
this way may depend on DM characteristics that describe their experience and skills in decision-making
gained from their past professional activity, awareness of MCDA tools (knowledge of a technique), and
DM’s ability to provide the preference information required by this method. One may easily note that all the
abovementioned issues define DM’s general experience in decision-making with and without using MCDA
techniques. Such experience is often considered a key factor when selecting an MCDA method for solving a
particular problem [75, 91, 92]. Having a higher or lower decision-making experience, DM may vary from
their colleagues in valuing the MCDA technique as an adequate, efficient, and useful tool. Therefore we
formulate the following hypothesis:

H1: The decision-maker experience (DME) in decision-making impacts the perceived functionality
(PF) of the MCDA technique.
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2.1.3. The consistency of results obtained by MCDA methods

Many authors have already investigated how using different MCDA methods may affect the results of
decision analysis (e.g., the differences in rankings) [22, 59, 83, 87, 133, 135]. As reported by Zanakis
et al. [135], ranking methods might produce different rankings because: (1) they implement different
weights calculation techniques used, (2) the algorithms differ in their approach to selecting the best solu-
tion, and (3) some algorithms introduce additional parameters that affect the chosen solution. Yeh [133]
also claims that there is no best method for multiple criteria decision problems, and even for the same
weighting vector, the rank order may vary depending on the method used, and this mismatch increases
as the number of alternatives increases. Moshkovich et al. [87] concluded that implementation of the
same criterion weights and scale transformations for criterion values produced significant differences in
the ranking of alternatives when two different methods were used for the aggregation of the preferential
information. Those results confirm the difficulty of selecting an appropriate multiple-criteria ranking
method.

Hobbs [59] conducted an experiment that applied different methods to the same problem and tried to
identify questions that may help DMs choose the method. He suggested that experiments that apply differ-
ent methods to the same problem may help clarify the differences between the mechanisms used by those
methods. Buede and Maxwell [22] conducted a series of simulation experiments using the Monte Carlo ap-
proach to study techniques inconsistency in rankings of alternatives (with a particular focus on top-ranked
ones) obtained through a few different methods, i.e., additive scoring following MAVT principles, AHP,
percentaging, TOPSIS, and fuzzy algorithm proposed by Yager. They found that, in general, MAVT and
AHP seem to generate the most similar results; however, other issues might have a more significant impact
on the consistency of final results than the choice between the computational algorithms of MAVT and
AHP. There may be differences in structuring the problem and weights elicitation. Also, Mela et al. [83]
compared six different methods within three cases from the field of building designs to find that the differ-
ences in the results may depend on the structure of criteria weights. They noted that the degree of conflict
of the criteria can have a significant impact on the behavior of the MCDM methods. When similar impor-
tance of criteria was assumed, the methods generated fairly similar results. Contrary, when the conflict
between criteria increases, the differences may occur significantly. It seems clear then that for adequately
defined criteria weights, there are no obstacles for DMs who diligently use some MCDA techniques (at
least those based on similar preference aggregation procedures) to obtain similar rankings of alternatives
(coherent results). The higher the DM’s experience in decision-making, the more they should be able to
diligently use the MCDA techniques and elicit their preferences more coherently. Finally, the coherent
results obtained from different MCDA methods should improve the DM’s satisfaction and the acceptance
of using them for solving problems. It allows us to formulate the following hypotheses:

H2: DM’s experience (DME) in decision-making impacts their ability to use different MCDA meth-
ods (COH) coherently.

H3: DM’s ability to use different MCDA methods coherently (COH) impacts the perceived function-
ality (PF) MCDA method.
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2.2. Decision-making style and its impact
on multiple criteria decision support

2.2.1. Decision-making style and its measures

Decision-making style, which is often considered as cognitive style, is defined as habitual behavior [37],
learned, habitual reaction [114], and response pattern [123] in the decision-making situation. It can ex-
plain how the mind works [106] and how the information is used [107] when deciding. Thunholm [123]
further notices that cognitive abilities such as information processing, self-evaluation, and self-regulation
can have a consistent impact on the decision-making process, and since decision-making style not only
involves habit, it might have an impact on decision support systems. Consequently, it may determine the
DM’s preferences regarding data presentation, how preferences are analyzed (e.g., qualitatively or quan-
titatively), and the DSS used [124]. There are many instruments used for measuring decision-making or
cognitive styles, such as the Myers–Briggs Type Indicator Test (MBTI), General Decision-Making Style
Inventory (GDMS), Cognitive Style Index (CSI), Kirton Adaption-Innovation Inventory (KAII). How-
ever, the Rational-Experiential Inventory (REI) [93] seems to be one most well-known and frequently
used in practice [10, 17, 117]. It assumes the existence of two different and orthogonal information-
processing systems – rational and experiential ones. The rational information processing system is slow,
deliberative, rule-governed, and analytical. On the other hand, the experiential system is considered fast,
operating automatically and holistically [41, 42, 93].

2.2.2. Decision-making style, decision-making experience,
and their impact on the decision process

Armstrong et al. [6] comprehensively review cognitive style’s theory, measurement, and practical rele-
vance for business and management decision-making. However, along with the decision-making style,
other behavioral characteristics, such as experience and skills, are also reported to impact individual
decision-making substantially [21, 94, 95]. Abdelsalam et al. [1] investigated the relationship between
the decision-making styles of Egyptian managers and several demographic variables. They showed that
it is affected by gender, total years of experience, business type, and the total number of employees in
the organization. In experimental studies, Bjork and Hamilton [17] showed that, with the nurses’ ser-
vice length, they were more likely to use an intuitive style of thinking rather than a rational (REI test).
Baiocco et al. [12] found that higher school achievements were positively associated with the rational
decision-making style (GDMS test). In contrast, the number of absences from school was positively
related to spontaneous and avoidant styles. Bavolar and Orosová [14] showed that avoidant and sponta-
neous decision-making styles (GDMS test) are related to how the DMs would make decisions in real-life
situations (declared in the A-DMC test). Other studies reported relationships between decision-making
style (GDMS test) and indecisiveness and rationality in decision-making [32], job satisfaction, job search
process [31], and decision outcomes [94], among others.

Stanovich et al. [119] argued that decision-making skills might be related to dispositional thinking
styles (such as the need for cognition) associated with heuristic thinking overridden by analytical thinking.
Empirical results [25, 84] generally confirm the view that some aspects of decision-making skills such as
resistance to framing and sunk cost are related positively to the need for cognition (the extent to which
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people engage in and enjoy thinking) [24]. The results provided by Bruine de Bruin et al. [21], Parker
and Fischhoff [95], and Mohammed and Schwall [84] suggest additionally that overall decision-making
skills are related positively to the rational decision-making style and negatively to the spontaneous and
avoidant decision-making styles.

As we see from the above, the literature suggests some relationship between experience and decision-
making profile may occur. Hence, we formulate another hypothesis:

H4: DM’s experience (DME) in decision-making impacts their decision-making style (DMS).
Considering different levels of engagement in information processing by DM with various decision-

making styles, one may expect different results (in terms of quality) while using various MCDA tech-
niques. For example, DMs with a high rational mode may more precisely impart information about their
preferences in the preference elicitation protocol implemented by a particular method and avoid a series
of errors or biases. The latter has already been proven to result in inaccurate scoring systems produced
by MCDA techniques mismatching the DM’s actual preferences in the negotiation context [69, 130].
Building on this research, we hypothesize that:

H5: DM’s decision-making style (DMS) impacts its ability to use different MCDA methods coher-
ently (COH).

2.2.3. Decision-making style and multiple criteria software decision support

Fuerst and Cheney [45] investigated the characteristics of DMs, the decision support system, and the
implementation process that may affect the use of DSS. They studied eight systems and 64 subjects from
the oil industry and found that the most important variables affecting decision support system usage were
output accuracy, user training, relevancy of output, and the DM’s experience. Davis and Elnicki [34]
presented the results of an experiment investigating relationships between cognitive types, information
presentation, and their effect on decision-making performance within decision support. Experimental
results demonstrated significant differences in performance by cognitive types. Sensation-thinking DMs
performed better with tabular data reports while intuitive-thinking – with graphical data reports. Green
and Hughes [52] experimentally confirmed the interactions between decision-making style (MBTI test)
and the type of training that influenced the initial use of DSS by DMs. They recommended seminars for
heuristic DMs and hands-on workshop experiences for analytic DMs. They also found that training and
decision-making style affect the time of the decision-making process, and they influence the amount of
data used and the number of alternatives invented by DM in the decision-making process. The influence
of experience, gender, intelligence, and decision-making style on DSS effectiveness was also highlighted
by Ramamurthy et al. [99]. Chakraborty et al. [27] examined DM’s acceptance of new technologies using
the technology acceptance model [35]. They showed that cognitive style (KAII test) directly impacts per-
ceived usability, perceived ease of use, and subjective standards. Both perceived usability, and subjective
standards affect the actual use of technology. People with innovative cognitive styles are more likely to
perceive new technology as useful and easy to use than those with adaptive cognitive styles.

Lu et al. [77] examined the acceptance of the Fuzzy Weighted Sum Model (FWS), AHP, and Linear
Weighted Sum Model (WSM) that were implemented in DSS from the perspectives of DM’s decision-
making style, beliefs, and attitudes. The relationships between decision-making styles and DSS accep-
tance vary across methods. They show that perceived ease of use of those techniques does not directly
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affect willingness to use them in the future. The system should be flexible and adaptable for different
users, as, for instance, those with higher intuitive modes may prefer to use the FWS model (though no
significant relationships were found between its evaluation and perceived ease of use). Building upon em-
pirical evidence that decision-making style can influence the use and perceived usability of DSS [27, 52],
actual use of MCDA technique [77], and preferences towards information presentation [34], we predict
that:

H6: The decision-making style (DMS) impacts the perceived functionality of MCDA tools (PF).
Summing up the previous considerations regarding the selection and use of MCDA methods (Sec-

tion 2.1) and the behavioral criteria used to evaluate them (Section 2.2), we intend to answer the following
question:

Q1: How do the behavioral factors identified above, i.e., decision-maker experience (DME), decision-
-making style (DMS), ability to use different MCDA methods coherently (COH), and perceived function-
ality of MCDA tools (PF), differentiate the DMs in their selections (recommendations) of the MCDA
methods as the best suited for future use?

2.3. Structural model for relationships
and consequent mediation relationships

The hypotheses H1–H6 defined above show the general relationships among three selected behavioral
factors, i.e., decision-making experience (DME), decision-making style (DMS), and coherence in use
of the MCDA methods (COH), affecting the perceived functionality of MCDA methods (PF). These
relationships, when considered separately, define a series of direct causal impacts between the selected
factors. However, when considered jointly, they build a complex structure within which, despite the
direct impact, the indirect ones can also be observed, i.e., one factor may impact another via a mediating
factor. For instance, the impact of DMS on PF may be measured directly but also indirectly through
the mediator COH, reflecting the relationships defined through the hypotheses that DMS impacts COH
and COH impacts PF. Hence, the hypotheses posed in the previous subsections can reflect general (total)
causative effects between the factors and should be verified by considering a series of possible sequences
of direct paths in the model. In Figure 1, we show all the paths (P) reflecting the direct relationships
between the factors we considered.

We hypothesized that DME affects perceived functionality (PF) (H1). As shown in Figure 1, path P1
in the model depicts the direct relationship between these factors. However, DME also affects DMS (P4)
and COH (P2), and both DMS and COH are hypothesized to affect PF (P6 and P3, respectively). Thus,
the indirect effect of the relationship DME → PF is identified by the paths P4–P6 (DME → DMS →
PF), P2–P3 (DME → COH → PF), and P4–P5–P3 (DME → DMS → COH → PF). Thus, the general
hypothesis H1, defined previously in Section 2.1.2 and addressing a total effect of DME on PF, can be
formulated in detail through two subhypotheses, H1a, and H1b:

H1: DM’s experience (DME) in decision-making impacts the perceived functionality of the MCDA
technique (PF).

H1a: DM’s experience (DME) in decision-making directly impacts the perceived functionality of the
MCDA technique (PF).
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Figure 1. An overview of the model of behavioral relationships.

H1b: DM’s experience (DME) in decision-making indirectly impacts the perceived functionality of
the MCDA technique (PF) through the mediators DMS and COH.

Similarly, we have hypothesized that DME affects COH (H2). As shown in Figure 1, this relationship
may be directly depicted by path P2. However, we should also consider that the indirect effect of the
relationship DME → COH may be identified by the paths P4–P5 (DME → DMS → COH). Therefore
the general hypothesis H2 can be provided through H2a and H2b:

H2: DM’s experience (DME) in decision-making impacts their ability to use different MCDA meth-
ods coherently (COH).

H2a: DM’s experience (DME) in decision-making directly impacts their ability to use different
MCDA methods coherently (COH).

H2b: DM’s experience (DME) in decision-making indirectly impacts their ability to use different
MCDA methods coherently (COH) through DMS as a mediator.

Finally, a similar situation occurs when the effects of DMS on PF are to be verified. The direct effect
may be measured through path P6 and the indirect one – through COH as a mediator (path P5-P3). Hence,
hypothesis H6 can now be detailed as follows:

H6: The decision-making style (DMS) impacts the perceived functionality of MCDA tools (PF).
H6a: The decision-making style (DMS) directly impacts the perceived functionality of MCDA tools

(PF).
H6b: The decision-making style (DMS) indirectly impacts the perceived functionality of MCDA tools

(PF) through COH as a mediator.
Considering that the factors used to formulate the hypotheses are described quantitatively on strong

scales, the structural equation model (SEM) can be used to test the aforementioned complex structure of
relationships formally. Finally, answering Q1 aims to verify the choices of methods made by the decision-
makers that differ in their cognitive profiles. Technically, the exogenous variable verified within Q1 is
nominal and cannot be directly included in a classic SEM. Therefore, we will verify it by conducting a
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simple cluster-like analysis and testing the differences in values of behavioral variables using classical
statistical significance tests.

2.4. The MCDA methods applied in the experiment

Nowadays, there is an abundance of MCDA methods and their modifications [111]. Each of them has its
advantages and limitations. Therefore, when choosing the methods for our experiment, we focused on
those reported to be the most frequently used in real-world applications. Additionally, we wished to com-
pare the methods that operate with a similar preference model and preference aggregation philosophy to
ensure that potential differences in results they produce are more related to the DM’s behavioral charac-
teristics than to the technical properties of the methods and their aggregation mechanisms. Undoubtedly,
the techniques that satisfy these conditions are AHP [109], SMART [38], and TOPSIS [60]. They are
widely described and applied in MCDA [15, 39, 72, 137] and different application areas [57, 136].

The SMART method is a part of the classical techniques, including Direct Rating, SAW, or Point Al-
location [19, 29, 76]. In these approaches, decision-makers are responsible for assigning a direct rating
to each of the alternatives or allocating a budget of points among the alternatives. These methods demon-
strated their effectiveness within decision support systems and negotiation experiments [68]. Therefore,
the decision to include the SMART method in the experiment was a natural one.

Even though in the literature, we observed the development of new or hybrid methods based on
similar concepts like AHP (e.g., FUCOM, BWM, DIBR, OPA, LBWA), or TOPSIS (e.g., MABAC,
MAROCS, VIKOR, MAIRCA), they are not as popular as those three selected to the experiment [11].
The bibliometric analysis of the multiple criteria decision-aiding methods from 1977 to 2022 provided by
Basilio et al. [13] confirmed that researchers most frequently use AHP and TOPSIS. Zyoud and Fuchs-
-Hanusch [137] conducted a bibliometric-based survey describing the total research output of 10188 doc-
uments AHP and 2412 documents of TOPSIS. The authors also conclude that those methods are highly
active fields of research among the MCDA methods and they are a good representative example of the
diverse applications of MCDA methods in conjunction with other disciplines. Madzik and Falat [79]
investigated 35, 430 documents retrieved from the Scopus database related to AHP and published be-
tween 1980 and 2021.

Concluding, many researchers argued that those methods are intuitive, logical, and easy to understand
and to implement [127, 136]. Therefore, the comparative performance of AHP, SMART, and TOPSIS
techniques is of fundamental importance and great interest from a theoretical and practical point of view.
In our experiment, the difference between AHP, SMART, and TOPSIS methods concerns the way the
preferences are elicited. In AHP, the alternatives are compared pairwisely using a 9-point linguistic
scale. TOPSIS uses the notion of distances that automatically transform the quantitative description
of alternatives into scores and only requires DM to provide the weights and evaluations of quantitative
issues. SMART uses the direct rating mechanism, in which DMs assign numerical scores to options.
The differences in preference information required by these techniques and the ways of imparting them
may attract different types of DMs [77]. However, they still aggregate these preferences using the same
additive preference model based on multi-attribute value theory (MAVT) [66], which accepts preference
compensation and criteria preference independence.
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3. Experimental setup and methodology

This section presents the experimental setup used to verify the research model. We define the main
notions and operationalize the main concepts used in this model, the relationships between which we
want to confirm, i.e., decision-making experience (DME), decision-making style (DMS), coherence in
use of the MCDA methods (COH), and perceived functionality of the MCDA tools (PF). Finally, the
participants of the experiment are described.

3.1. Description of the experiment

To reach the research goal, we organized the online multiple criteria decision-making experiment through
the purposely designed online decision support system (ODSS). In the experiment, the participants faced
a predefined MCDM problem, in which they acted as the DM who evaluated alternatives of flats to rent.
The problem was well-structured in a decision matrix, including five alternatives and five evaluation cri-
teria. The performance of the alternatives was described using various scales, depending on the criterion.
For instance, a nominal scale was used to describe the equipment of the flats, while the intervals de-
picted the commuting time. The performances of all alternatives were chosen purposely to avoid evident
dominance among them (see Table 1).

Table 1. Decision matrix in the ODSS experiment

Alternative
Rental

costs [PLN]
Number
of rooms Size [m2] Equipment

Commuting
time [min]

A 950 2 35 fridge, washing machine, 10–12
(1 room with a kitchenette) microwave

B 1200 3 54 fridge, washing machine, 30–35
(living room with a kitchenette) dishwasher, wireless internet

C 900 2 + kitchen (separate) 35 fridge, washing machine, 20–25
cable internet

D 700 1 + kitchen 25 fridge, washing machine, TV, 30–35
cable TV, cable internet

E 950 1 + kitchen 54 fridge, washing machine, 20–25
cable internet

The experiment in ODSS consisted of four main phases presented in Figure 2.
In phase 1, the participants completed a pre-decision-making questionnaire, collecting personal and

demographic data. The questionnaire also included items about the decision-making experience of users.
In phase 2, they read the problem. Then, in phase 3, the participants determined the issue weights, and
the alternatives were compared in a series of single-criterion analyses. Three decision support mod-
ules were implemented in ODSS to compare the alternatives, each using one MCDA technique, i.e.,
AHP, SMART, and TOPSIS. These modules were implemented in the experimental protocol in ODSS
using a randomization mechanism, which was responsible for organizing the decision-aiding process
using various sequences of methods displayed to subsequent respondents. It is a commonly used prac-
tice in experimental studies operating with repeated measures, which allows eliminating the learning or
fatigue effect that might affect the conclusions when the order of measures is the same for all the par-
ticipants [28, 120, 128]. The decision-aiding modules operated with different user interfaces that fit the
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Figure 2. The phases of the ODSS experiment.

requirements of the algorithms of these methods. For the AHP method, the preferences are classically
imparted using pairwise comparisons of options and a 9-point verbal scale. Therefore, the user interface
in our AHP module operated with a series of sliders, with the accompanying linguistic description of the
strengths of preferences. The usual mechanism of assigning the rating points for the SMART method was
implemented, using a predefined scale from 0 to 100 points. Thus, the user interface operated with clas-
sic boxes to which DM typed the amounts of rating points for each option. Finally, the TOPSIS method
performs the procedure automatically if the problem is quantitative, as options are assessed using dis-
tance measures. However, to assess the qualitative options, a mechanism for obtaining their numerical
equivalents from the DM needs to be designed first. We used simple pictograms (stars of quality) often
implemented on various internet websites. It allowed for avoiding the necessity to define preferences
numerically. The examples of the interfaces are shown in Figure 3.

Figure 3. ODSS interfaces for AHP, SMART, and TOPSIS methods used for alternatives’ evaluation.

Finally, in phase 4, the participants filled out a post-decision-making questionnaire, in which the REI
test and the questions about the evaluation of decision support modules were included.
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3.2. Methodology

In our model, four components are used to operationalize the main concepts, the relationships between
which we want to confirm (Figure 1). These are decision-making experience (DME), decision-making
style (DMS), coherence in the use of the MCDA methods (COH), and perceived functionality of the
MCDA tools (PF). In this study, every component was measured in the following way:

• Decision-making experience (DME) was assessed using self-declared answers to three questions
from the pre-decision-making questionnaire expressed on a 7-point Likert scale:

1. How often in your professional life do you make multiple criteria business decisions? (from 1
(very rarely) to 7 (very often)).

2. How would you rate your decision-making skills? (from 1 (I have extreme difficulties making
decisions) to 7 (I have minimal difficulties making decisions)).

3. How well do you know decision support methods? (from 1 (very poor) to 7 (very well)).
We will refer to these items later in the manuscript and the figures by their names: [frequency],
[skills], and [methods’ knowledge], respectively.

• Coherence in MCDA use (COH) was measured using Kendall’s tau correlation between the rank-
ings of alternatives obtained from three implemented methods (AHP, SMART, TOPSIS). Kendall’s
tau coefficient is commonly used to verify the degree of similarity between rankings when the or-
dinal concordance should be considered [90, 116]. In our study, three coefficients were computed,
one for every two rankings determined by two methods (AHP-to-TOPSIS, AHP-to-SMART, and
TOPSIS-to-SMART). These coefficients described the coherence in the results obtained by the DM
when using every two methods. To describe the DM’s general coherence when using the MCDA
techniques, we built a latent construct that reflects the series of coherences in pairwise comparisons.

• Perceived functionality of the MCDA tools (PF) was measured using subjective declarations
of the method’s functionality in the post-decision questionnaire. To formulate items that reflect
functionality, we based on the criteria suggested by other researchers in earlier studies: simplic-
ity of use [53, 58, 59, 92, 110], evaluation of interface [53, 92], reliable representation of prefer-
ences [110], and time required to perform the analysis [75]. Hence, the respondent evaluated the
functionality of each method according to the following criteria using a 7-point Likert scale: ease
of use (from 1 (simple) to 7 (difficult)), interface (from 1 (intuitive) to 7 (complicated)), preference
representation (from 1 (preserving preferences well) to 7 (preserving preferences poorly)), and time
(from 1 (fast) to 7 (time-consuming)). PF was determined for each method separately but we also
built a second-level construct that described the global perceived functionality of MCDA methods.

• Decision-making style (DMS) was measured using an REI-20 instrument. REI is a psychometric
measure based on the concept of dual-process developed by Pacini and Epstein [93] which assesses
individual preference for rational and experiential thinking styles. These two thinking styles have
been shown to predict behavior independently [42]. The original version of the inventory [93] was
composed of 40 items. However, this test has some modifications, e.g., a shortened version of
the REI-20 [98, 102] or the REI-A for adolescents [81]. The reason for introducing these reduced
versions of REI tests was that for some types of respondents (such as adolescents in REI-A), the
nuances of the meaning of some sentences describing their behavior might be indistinguishable.
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To avoid similar problems in the Polish translation of the REI test, we used reduced REI-20, which
contains 20 questions, all measured on a 5-point Likert scale (see Table A1 in Appendix A). We used
three independent translations of the original REI-20 test and reconciled the translation differences
to obtain a common text.

• The respondents provided a recommendation for MCDA methods in the post-decision-making
questionnaire. They answered the following question:

Which MCDA techniques (AHP, SMART, or TOPSIS) would you recommend as the best for
supporting the multiple criteria decision analysis?

We categorized the respondents into three classes related to the recommendation of a particular
technique. Then the differences in values of the behavioral characteristics were determined using non-
parametric tests (Kruskal–Wallis and Mann–Whitney ones) to find which differentiated the classes sig-
nificantly.

Note that all the general concepts mentioned above are operationalized as latent variables, according
to the principles of SEM. They are obtained in a preestimation phase through a series of mixed E/CFA
analysis [71]. Using latent constructs estimated this way has an advantage over implementing other
measures that aggregate multidimensional data, e.g., an average value from multiple items (answers).
First, it improves the interpretability of the results by allowing us to verify if the structure of relationships
meets the philosophical requirements of the analysis (i.e., if the items assumed to form a construct reveal
adequate loading values). Second, it allows for handling potential measurement errors that may occur
from the empirical data. Finally, it can help identify and mitigate the problem of multicollinearity and
redundancy that may be included in the model when an average value is determined without any reflection
of the primary data.

3.3. Participants

The experiment was organized in a few sessions from 2016 to 2018. The participants were 753 students
from five Polish universities who participated in academic courses in decision-making and operational
research (University in Białystok, University of Economics in Katowice, Bialystok University of Tech-
nology, Medical University of Bialystok, and State Vocational University in Suwalki). They all obtained
prior training during which they were solving various decision-making cases and learned decision-aiding
techniques. In the experiment, we used a decision-making situation of evaluating several flats to rent.
This is the problem students usually encounter before starting each semester. Therefore, we may assume
that the participant’s decision-making situation is typical of any decision-making situation in which DM
(e.g., manager) makes a decision within their business domains (e.g., procurement negotiation) having
previous experience and knowledge in that field. Furthermore, to increase the consequentiality of their
participation in the experiment, students received extra points that affected their final course grades.

It is worth noting that researchers still argue about using students in experiments and surveys and how
the results of such experiments may be generalized. However, some studies show that many questions
and hypotheses may be effectively answered using datasets containing students’ responses. For example,
early studies by Remus [103] confirmed that when the line managers and the students make production-
scheduling decisions, they do not differ significantly in cost efficiency. Furthermore, when analyzing
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negotiation experiments, the researchers found that students with some negotiation training and experi-
ence perform better than untrained ones and that professional negotiators do not significantly outperform
them [56]. Despite contradictory opinions also occurring [8], we believe that by keeping the decision-
making context familiar to the students, we ensure the problem’s gravity and reality. Although it cannot
be generalized to all decision-making situations, it may allow for building a more detailed theory within
the boundary conditions assumed in our relationship model.

Finally, the dataset was verified for potential outliers. We followed the classical recommendations for
CFA and SEM and identified them using a straightforward analysis based on the Mahalanobis multiple
criteria distance measure (with the rigor of p > 0.001). As a result, ten students (1.3% of the sample)
were removed from the sample. In further analyses, we used a sample consisting of 743 participants. The
basic demographic and behavioral characteristics of the respondents are shown in Table 2.

Table 2. Selected characteristics of experiment participants

Characteristics No. [%]

Demographic data
Gender (females) 408 (54.9%)

Age (years)
19 and less 312 (42.0%)
20–22 286 (38.5%)
23 and more 145 (19.5%)

Academic program
Economics and management 271 (36.5%)
Computer science 270 (36.3%)
Mathematics 134 (18.0%)
Other (humanistic, art, natural science, etc.) 68 (9.2%)

Decision-making experience (from 1 to 7)a Average (SD)
Frequency of decision-making 2.92 (1.69)
Skills in decision-making 4.75 (1.38)
Knowledge of decision-aiding methods 3.57 (1.45)
a 1 – extremely low, 7 – extremely high.

4. Results

This section presents the results obtained from the structural equation model and cluster analysis. Accord-
ing to SEM methodology, in the first step, we verify key constructs in the model through factor analysis.
The measurement model is verified in the second step, and the structural model is tested. We finished with
investigating recommendations of using different methods by using cluster analyses. When describing
the results, we follow the classic recommendation of analyzing data and reporting results using the SEM
approach [65, 113]. Three main stages are considered: the model setting stage (measurement of observed
variables, measurement model setting, structural model setting), the model evaluation and modification
stage, and the interpretation and reporting stage. The aforementioned three-stage procedure fulfills also
the requirements of robust SEM analysis [134].
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4.1. Analyzing the key constructs in the model

According to SEM methodology (see, e.g. [71]), before the structural regression (SR) model is estimated
and validated, all comprising measurement models need to be verified (a two-step modeling). Usually,
confirmatory factor analysis (CFA) is used to verify the measurement models developed earlier. However,
if the original measurements were adopted or modified or a new measure is developed, it may be prof-
itable to implement a combined exploratory/confirmatory factor analysis (E/CFA) [20, 63]. Alternatively,
exploratory structural equation modeling (ESEM) may be used [9, 112]. Kline [71] also suggests four-
step modeling as an alternative to the two-step approach, in which EFA models are built (step one) to
verify the correct number of factors and item loadings. Following the suggestions above, we will verify
our constructs using EFA before including them in a measurement model.

• Decision-making experience. As mentioned in Section 3, DME was measured as a single con-
struct using self-declared answers to three questions. Initial verification of this construct through
EFA (with principal component analysis) confirms the existence of a single factor (based on eigen-
values greater than 1), with factor loadings greater than 0.662 and 53.76%of variance explained.
Bartlett’s test confirms the significance of the correlation matrix at p < 0.001, and Cronbach’s alpha
equals 0.559.

• Coherence in MCDA use. The COH measure was developed out of three tau Kendall indexes,
showing the similarity of the results obtained by the users operating with three different MCDA
techniques. Here, the EFA analysis also produced a single factor, with loadings greater than 0.501,
63.94% of variance explained, and significant results of Bartlett’s test (p < 0.001), and Cronbach’s
alpha equal to 0.717.

• Perceived functionality of the MCDA tools. PF was the construct designed to measure users’
answers regarding the functionality of three MCDA techniques. We used EFA with principal com-
ponent analysis and factor discrimination rule based on eigenvalues greater than 1. It allowed us
to confirm that three factors adequately describe three separate subscales, each describing the per-
ceived usefulness of a single MCDA technique (Figure 4). Such a model contains no cross-loadings
greater than 0.2. The factor loadings are greater than 0.650, and 63.45% of the variance is explained
(Bartlett’s test significant at p < 0.001). Cronbach’s alpha equals 0.732 for PF TOPSIS, 0.775 for
PF AHP, and 0.809 for PF SMART.

• Decision-making style. DMS was based on the REI-20 test. Initial EFA analysis based on eigen-
values and varimax rotation (constructs are supposed to be orthogonal) recommended identifying
four factors. However, we found many cross-loadings smaller than 0.2 for different constructs.
For instance, for R19 (Table A1 in Appendix A), the subsequent loadings are 0.173, 0.280, 0.392,
and 0.268, though – according to the original test – it should load solely to the ability to rational
thinking. Therefore, we performed EFA with two fixed factors (Rationality and Experientiality, re-
spectively) and the principal component to confirm the original structure of question loadings on the
two REI modes. As a result, eight variables (R5, R7, R17, R19, E2, E4, E6, and E14) received factor
lodgings below 0.5 and were removed from further analysis of the global measurement model. EFA
confirmed the two-factor structure to explain 51.51% of the variance based on the twelve remaining
variables, which is still far more than in the original REI test. No cross-loadings were observed, the
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Figure 4. 5-factor CFA fitted measurement model.

loadings were no smaller than 0.617, and significance was confirmed by Bartlett’s test (p < 0.001).
Cronbach’s alpha is equal to 0.721 for Rationality and 0.789 for Experientiality. As the REI’s two
thinking modes are considered orthogonal [93], we will include them in our model as two separate
indicators of DMS.

4.2. Verification of the measurement model

Having pre-evaluated the single measures used in the model, we respecified our SR model into a CFA
model to verify its measurement properties. The model was finally designed with five factors since DMS
was operationalized using two orthogonal constructs. Due to the confirmed multivariate nonlinearity of
data (kurtosis = 126.46, c.r. = 39.581), the asymptotically distribution-free (ADF) method was used to
estimate the model. However, ADF was criticized for requiring large samples [131], and recent recom-
mendations suggest its use if a sample size exceeds the estimated parameters at least ten times [23, 100].
In our study, the initial 5-factor measurement model has 73 freely estimated variables; thus, with a sam-
ple size of 743, it just meets the recommended limits. The model estimation was performed in AMOS 20
software, and its basic statistics are shown in the first row of Table 3.

The initial 5-factor measurement model has a poor fit (χ2
M (392)=1260.227, p < 0.001). Therefore,

some modifications and respecifications are required to make it better represent the data sample. They are
aimed at searches for cross-loadings and information redundancies [23]. Naturally, this post hoc model-
fitting moves us back to exploratory analysis and needs to be performed using modification indexes
(MI). It allowed us to identify the cross-loadings among the items within and between the five general
constructs in our model. In most situations (for between-factor problems), we eliminated the items with
cross-loadings instead of adding the residual covariances of no substantive interpretations. However, in
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Table 3. Fits statistics for two-step testing of measurement and structural regression models

Model χ2
M dfMs χ2

D dfD RMSEA GFI CFI

Measurement model
5-factor standard CFA 1260.227 392 0.055 0.923 0.817

5-factor fitted CFA 470.697 237 789.53
155

p < 0.001 0.036 0.949 0.905

Structural regression model
5-factor structural model
(nine paths) 473.481 238 2.783

1
p = 0.095 0.037 0.948 0.905

the case of within-factor specification problems, high MIs may indicate the method effects [2, 82]. In
our model, such a situation occurred for the COH factor, where the residuals for all three items produced
high MIs. Therefore the error covariances were added to these items. The resulting final input data for
the measurement model after respecification is shown in Appendix A (Table A2).

The resulting 5-factor fitted model was estimated with the ADF method. The results show a sig-
nificant improvement in the model fit when compared to the initial 5-factor model with a chi-square
difference χ2

D(155) = 789.53 and p < 0.001 (see Table 2, row 2). For our fitted model, RMSEA = 0.036,
and GFI and CFI indexes equal 0.949 and 0.905, respectively. Although the chi-square difference is sta-
tistically significant, one needs to remember that for severely non-normal data samples, the chi-square
value may not be reliably determined. It may be either increased or decreased [54]. Therefore corrected
chi-square is also determined, e.g., using the Satorra–Bentler statistic or the Bollen–Stein approach that
is claimed to control non-normality better. For our model, we used bootstrapping to determine Bollen–
Stein statistics, which showed that the exact-fit hypothesis should not be rejected (p = 0.338). RMSEA
also confirmed a good model fit (RMSEA = 0.036). The lower and upper bounds of RMSEA are equal
to 0.32 and 0.41, respectively, with 90% confidence, which allows rejecting the poor-fit hypothesis. The
comparative fit index slightly exceeds the 0.9 level, but we acknowledge an initial Bentler’s recommen-
dation that the acceptable threshold is 0.9 [2] (though others also exist [73]) and consider this model
acceptable.

The 5-factor CFA fitted measurement model we designed is shown in Figure 4, and the corresponding
factor loadings are listed in Table A2 in Appendix A. The standardized factor loadings for some factors,
such as Experientiality, are relatively high and vary from 0.68 to 0.78. However, some other standardized
loadings are low, such as 0.34 for the Kendall tau coefficient between the SMART and TOPSIS results for
the COH factor. Therefore, the evidence for convergent validity is rather mixed. For all comparisons but
one, the within-factor indicators’ correlations are higher than the correlations of indicators between these
factors. Therefore, the discriminant validity may be considered satisfied. Consequently, our 5-factor CFA
fitted measurement model will test the hypothesized regression paths in Section 4.3.

4.3. Testing a structural model (SR) and interpreting results

The SR model should have nine causal paths reflecting the relationships between the latent constructs.
One relationship is missing when compared to the CFA measurement model (Figure 4), as no causal link
between Rationality and Experientiality exists within DMS. Such an operation does not deteriorate the
model fit significantly, i.e., χ2

D(1)=2.783 and p = 0.095 (see Table 3, row 3). Therefore, we estimated
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our 5-factor 9-path SR model, obtaining the results shown in Figure 5 and Table 4. In the figure, the
non-significant paths were depicted with dashed arcs (significant ones were denoted by ⋆ for p < 0.05 and
⋆⋆ for p < 0.01). The unstandardized and standardized (in brackets) regression coefficients depict each
arc and R2 values – each dependent construct.

Out of nine paths in the model, two were insignificant. Both describe the direct effect of a decision
maker’s experience (DME) on their ability to coherently use MCDA techniques (COH) and their evalu-
ation of the functionality of the MCDA techniques (PF). Therefore the hypotheses H2a and H1a cannot
be confirmed. However, all remaining direct effects are significant, at least at p < 0.05.

There is a moderate causal effect of DME on DMS. Both relationships, i.e., DME→ Rationality and
DME → Experientiality, are significant (p < 0.001). DME seems to affect DM’s slow thinking mode
(Rationality) positively. The relationship is nearly one-and-a-half times stronger (0.432/0.291 = 1.48)
than the DME impact on fast-thinking abilities (Experientiality). Both effects are positive, meaning DME
enhances the DM’s ability to use both thinking modes, which confirms hypothesis H4. The significant
effects of DME on DMS have a relatively small share in explaining the variance of both thinking modes,
which is twice as high in the case of Rationality as for Experientiality (R2 are equal to 0.187 and 0.085,
respectively). However, it needs to be noted that such shares are not meaningless in social sciences. For
example, the explained variance equal to 0.25 is often considered moderate, while a threshold as low
as 0.04 is a practical minimum [44].

Figure 5. 9-path SR model.

Table 4. ADF estimated regression weights in the 5-factor 9-path SR model

Regression weights Unstandardized S.E. P Standardized Hypothesis

DME→ Rationality 0.315 0.045 ⋆⋆⋆ 0.432 H4 supported
DME→ Experientiality 0.255 0.045 ⋆⋆⋆ 0.291 H4 supported
Rationality→ COH 0.044 0.018 0.013 0.223 H5 supported
Experientiality→ COH –0.023 0.010 0.028 –0.139 H5 supported
DME→ COH 0.005 0.011 0.661 0.032 H2a not supported
Rationality→ PF (global) 0.314 0.086 ⋆⋆⋆ 0.252 H6a supported
Experientiality→ PF (global) 0.17 0.057 0.003 0.164 H6a supported
COH→ PF (global) 2.653 0.587 ⋆⋆⋆ 0.420 H3 supported
DME→ PF (global) –0.021 0.063 0.739 –0.023 H1a not supported
PF (global)→ PF TOPSIS 1 0.725
PF (global)→ PF AHP 0.465 0.091 ⋆⋆⋆ 0.248
PF (global)→ PF SMART 1.067 0.149 ⋆⋆⋆ 0.574
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DMS seems to affect COH (p < 0.05) significantly. Both Rationality and Experientiality impact the
scale of DM’s ability to use various MCDA techniques coherently. These relationships are relatively
weak, as the beta coefficients are only 0.223 and –0.139, respectively, and the total variance of COH,
explained by the model, is equal to 7% only (0.066). However, as expected, Rationality affects COH
positively, while Experientiality just opposed. It confirms our hypothesis H5. One may also observe
a significant impact of both Rationality and Experientiality on PF, confirming hypothesis H6a. These
impacts are similar in strength to COH ones (weak), but both are positive. Increasing Rationality and
Experientiality makes the DM evaluate the MCDA methods functionality higher. Perceived functionality
(PF) seems to be also impacted directly by COH. COH has the greatest effect on PF out of all other
factors, with the standardized regression weight equal to 0.420 (p < 0.001). The higher the DM’s ability
to use different MCDA methods coherently, the higher their evaluation followed the decision-making
process. Hence, we confirm hypothesis H3.

Although the direct effect of DME on COH occurred insignificant (p = 0.661), DME may impact
COH indirectly through the mediator, which is DMS. Therefore the total unstandardized effect of DME
on COH may be measured, which occurs to be equal to 0.013 (see Table 5). Mediation analysis requires
analyzing two models of relationships between DME and COH, i.e., path relations DME→ Rationality
→ COH (indirect standardized effect: 0.432 × 0.223 = 0.096) and DME → Experientiality → COH
(indirect standardized effect: (0.291 × (–0.139) = –0.040). The impact of independent and mediating
variables (Rationality and Experientiality) is statistically insignificant if a restrictive cut-off level of p =
0.05 is assumed (p = 0.094 in the ADF bootstrapping). Hence, we cannot confirm hypothesis H2b. The
bootstrap analysis performed to determine the significance of the total effect does not confirm it to be
significant even for a less restrictive level of p =0.1 (p = 0.180). Hence, we cannot confirm hypothesis
H2.

Table 5. Decomposition of four effects of the endogenous and exogenous variables for the 5-factor 9-path SR

Causal effect Unstandardized S.E. P Standardized Hypothesis

DME→ COH
Direct 0.005 0.023 0.613 0.032 H2a not supported
Total indirect 0.008 0.011 0.094 0.056 H2b not supported
Total 0.013 0.020 0.180 0.088 H2 not supported

Rationality→ PF (global)
Direct 0.314 0.148 0.003 0.252 H6a supported
Total indirect 0.117 0.089 0.007 0.094 H6b supported
Total 0.431 0.155 ⋆⋆⋆ 0.346 H6 supported

Experientiality→ PF (global)
Direct 0.170 0.112 0.011 0.164 H6a supported
Total indirect –0.060 0.058 0.014 –0.058 H6b supported
Total 0.110 0.093 0.070 0.106 H6 not supported

DME→ PF (global)
Direct –0.021 0.668 -0.023 H1a not supported
Total indirect 0.176 0.002 0.194 H1b supported
Total 0.155 0.019 0.171 H1 supported

The model was obtained by ADF estimation with 3000 bootstrap samples of double size, N = 2× 743, 95% CI.

Rationality has a positive impact on PF of the MCDA tools, with a direct standardized effect equal
to 0.252 and a total standardized effect (with mediation via COH) of 0.346 (p < 0.001). Experientiality
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also has a direct positive effect on PF, lower than Rationality and equal to 0.164. However, the indirect
effect is negative and has, in general, a suppressing effect on how DMS impacts PF. The total standardized
effect for Experientiality→ PF remains positive and equals 0.106. Unfortunately, it cannot be considered
significant (p = 0.070 in bootstrapping). Consequently, we may confirm hypothesis H6, that DMS affects
PF, but this effect is related only to the DM’s rational mode, and this impact is somewhat smaller than
the COH→ PF.

There are also interesting effects when the total impact of DME on PF is analyzed. Although the
direct effect is insignificant (standardized regression coefficient is equal to –0.021, p = 0.739), the indi-
rect effect occurs to be positive (0.194) and significant (p = 0.002). Thus we may observe a mediation
effect of the DMS and COH on forming the total significant impact of DME on PF, which equals 0.171
(p = 0.019). In detail, such mediation may be computed from five models of indirect-only relation-
ships between DME and PF. Three models consider one mediator: DME→ Rationality→ PF (indirect
standardized effect: 0.432 × 0.252 = 0.109), DME → Experientiality → PF (indirect standardized ef-
fect: 0.291 × 0.164 = 0.048), and DME → COH → PF (indirect standardized effect: 0.032 × 0.420
= 0.013). Two other models include two mediators: DME → Rationality → COH→ PF (indirect stan-
dardized effect: 0.432 × 0.223 × 0.420 = 0.040), DME → Experientiality → COH → PF (indirect
standardized effect: 0.291 × (– 0.139) × 0.420 = –0.017). The total indirect effect of DME on PF (0.109
+ 0.048 + 0.013 + 0.040 - 0.017 = 0.193) is statistically significant (p = 0.002). Concluding, we confirm
hypotheses H1b and H1. All the impacts observed allow us to explain 30% of the variance of the PF.
According to some thumb rules recalled from Ferguson’s considerations [44], it can be regarded as a
more than moderate effect.

As the PF was initially designed as a second-order latent variable, we may now analyze how the per-
ceived functionality of MCDA methods loads on evaluating each of three MCDA techniques, i.e., AHP,
SMART, and TOPSIS. We can see that the highest enthusiasm in evaluating the MCDA techniques was
mainly linked to the satisfaction from using TOPSIS (standardized effect equal to 0.725). Interestingly, it
was nearly three times greater than the satisfaction from AHP (of the standardized effect equal to 0.248).
The global PF also explains twice as much the evaluation of the functionality of the SMART technique
(standardized effect equal to 0.574) than the functionality of AHP.

The summary of hypotheses and their verification derived from the comprehensive analysis of effects
identified in the SR model is shown in Table 6.

4.4. Recommendation of MCDA methods

The structure of responses to the last post-decision-making question Q1, and the mean values of behav-
ioral characteristics of decision-makers obtained from the SEM model, are presented in Table 7. Almost
half of the participants (47.8%) recommended TOPSIS as the most suitable for supporting their decisions
in the decision-making problems they may face in the future. The second most recommended method
was AHP (29.5%), while the least recommended was SMART (22.7%).

Answering question Q1, we found that, in general, those who recommended a particular method also
evaluated its functionality best. For example, those who chose AHP evaluated its functionality best
(and it was a significantly higher evaluation than the other methods, p < 0.001 in a series of M-W
tests). Similarly, those choosing SMART evaluated it as the most functional, significantly more than
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Table 6. Verification of hypothesis. Summary

Hypothesis Supported

H1: DME in decision-making impacts the PF of the MCDA technique. yes
H1a: DME in decision-making directly impacts the PF of the MCDA technique. no
H1b: DME in decision-making indirectly impacts the PF of the MCDA technique
through the mediators DMS and COH. yes

H2: DME in decision-making impacts their ability to use different MCDA methods COH. no
H2a: DME in decision-making directly impacts their ability to use different MCDA methods COH. no

H2b:
DME in decision-making indirectly impacts their ability to use different
MCDA methods COH through DMS as a mediator. no

H3: DM’s ability to use different MCDA methods COH impacts the PF of the MCDA method. yes
H4: DME in decision-making impacts their DMS. yes
H5: DMS impacts its ability to use different MCDA methods COH. yes

H6: DMS impacts the PF of MCDA tools .
yes (for
Rationality only)

H6a: DMS directly impacts the PF of MCDA tools. yes
H6b: DMS indirectly impacts the PF of MCDA tools through COH as a mediator. yes

COH – coherence in use of the MCDA methods, DME – DM’s experience, DMS – decision-making style, PF – per-
ceived functionality.

Table 7. The recommendation of the MCDA method and the mean behavioral factors

Method N [%] DME EXP RAT COH PF PF_A PF _S PF _T

AHP 219 (29.5) 2.249 2.371 2.488 0.207 3.239 4.693 4.568 4.777
SMART 169 (22.7) 2.310 2.283 2.608 0.220 3.467 4.216 5.347 5.096
TOPSIS 355 (47.8) 2.380 2.427 2.554 0.209 3.369 4.281 4.643 5.168
K-W test
significance 0.017 0.049 0.032 0.307 < 0.001 < 0.001 < 0.001 < 0.001

AHP and TOPSIS (p < 0.001 is a series of M-W tests). Those who chose TOPSIS also considered
it more functional than other techniques, yet the evaluation difference with SMART was insignificant
(p = 0.148).

When we look at the differences in the general evaluation of the functionality of MCDA techniques,
all three clusters of respondents differ significantly (p < 0.001). Those who decided on AHP considered
MCDA techniques the least functional, while those who recommended SMART – as most functional.
The evaluation of the general functionality of MCDA techniques is the only factor that differentiates
significantly among all three clusters. It is the opposite situation to the coherency results in MCDA
techniques, which did not differ significantly across the clusters.

The AHP adherents occurred least experienced and least rational. They differed significantly in
their experience from those who chose TOPSIS, who were the most experienced ones (M-W test with
p = 0.006), and in Rationality from the SMART choosers, who were the most rational (M-W test with
p = 0.006). However, they did not differ in their Experientiality level from DMs from the other two
groups. Finally, the TOPSIS choosers occurred to be the most experiential ones. They differed signifi-
cantly in Experientiality levels only from the group that chose SMART (M-W test with p = 0.018).
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5. Discussion

The results described in the previous section provide interesting insights into the relationship among the
constructs in the model. The fundamental construct in the model is DME, a single exogenous variable.
It reflects the DM’s general experience and skills in solving decision-making problems gained from fre-
quent encounters with MCDA problems in everyday business life, abilities to solve such problems, and
knowledge of the MCDA techniques. Unexpectedly, it did not significantly directly impact DM’s ability
to operate coherently with three classic MCDA methods (COH) nor the subjective evaluation of the func-
tionality of these techniques (PF). However, DME significantly affects the decision-making style (DMS),
which is consistent with some earlier findings [55, 74] that the decision-making style is not fixed and can
be changed in the long term, for instance, by improving skills and knowledge. This impact is two-way,
as DME positively affects both Rationality and Experientiality; however, the former is impacted more
(nearly 1.5 times). This finding is interesting and surprising at the same time. With increasing experience
in decision-making (and awareness of MCDA techniques), one might expect that DMs become more
sensitive to the dangers of cognitive biases and heuristics that result from fast thinking. Consequently,
they will reduce the share of the experiential approach in their decision-making process and expose more
analytical and diligent information processing behavior (negative effects on Experientiality). However,
our data show that increasing decision-making experience makes DMs enhance rational and experien-
tial skills, making them more versatile (high Rationality and high Experientiality). It is a favorable
decision-making profile since versatile DMs better adjust to deploy the rational or experiential reaction
in contextually appropriate ways [3, 121]. They can be analytical when needed but still use the approach
based on intuition and association when solving a problem requires deriving from previous experience.

DMS significantly affects the DM’s ability to use various MCDA tools coherently (COH). Both Ra-
tionality and Experientiality have individual yet opposite impacts on DMs’ coherence. These findings
are consistent with Kersten’s previous study of the information processing style affecting the accuracy
in defining the preferences by agents in principal-agent negotiations [70]. As expected, high Rationality
makes the DMs more able to perform accurate decision analysis by employing a series of decision support
tools. They can impart their preferences more consistently, build reliable scoring systems, and identify
the solutions that align with their true preferences. Contrary, high Experientiality seems to disturb the
process of reliable decision analysis. The effect is somewhat smaller than in the case of Rationality. Still,
it shows a suppressing effect the high Experientiality has on the increasing ability of DMs to use MCDA
tools reliably caused by their high Rationality. This suppressing effect is important in interpreting how
versatile DMs perform. For them, a positive net effect may be identified (0.223× 1− 0.139× 1 = 0.084),
but it is more than twice as weak as for highly rational and slightly experiential DMs. We tested this
joint effect of high Rationality and Experientiality of versatile DMs in bootstrapping to find if it can be
considered non-zero’s. Unfortunately, the bootstrap proved the effect insignificant (with lower and upper
bounds equal to –0.238 and 0.363, respectively, and p = 0.05).

We should remember that our analytical tasks embraced a series of MCDA analyses conducted using
three different support tools. Some of them, such as TOPSIS or AHP, required qualitative judgments or
operating with a verbal declaration of preferences without any correspondence (at least at the elicitation
stage and interfaces implemented in ODSS) to the qualitative scores. It involves subjective considerations
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regarding the meaning of some linguistic etiquettes that might be affected by the DMs’ earlier experience
in solving decision-making problems and considering options to be better or worse. As such judgments
require some generalization and are not precise in defining the scale of differences in preferences, it may
explain the negative effect of high Experientiality in our model.

One of the strongest direct effects in our model was determined for the relationship between COH
and PF. Additionally, taking into account quite a large amount of variance explained for PF, we may
conclude that the users mainly evaluate the functionality of the methods if they can see how consistent
results they can produce. From the practical viewpoint, if we wish to ensure the future use of MCDA
techniques in solving real-world problems, we should focus on explaining and showing DMs that these
methods are trustworthy. As we can see from our experiment, this may be easily achieved by organizing
training in the MCDA mechanisms during which their algorithms are explained to the DMs. Then they
can confirm the methods’ effectiveness by trying how they solve a simple numerical example based on
the preferences DMs impart.

Both Rationality and Experientiality have a positive direct impact on PF; however, the influence of
Rationality is stronger than Experientiality. This finding supports Epstein’s consideration that decision-
making is a complex process that dual-process theories can explain and requires defining two decision-
making modes ([42, 93]). The versatile DMs are flexible in using MCDA methods, adjusting them to
the situational context and their cognitive capabilities. Therefore, they are satisfied with using either the
methods that require a precise definition of preferences through direct assignments of numerical scores
or those utilizing a graphical user interface or linguistic, less precise definitions. On the other hand,
indifferent DMs (with low Rationality and low Experientiality) evaluate the functionality of the MCDA
methods lower. It is related to the characteristics of their style, i.e., they usually are not interested in
investigating the problems themselves, and they base instead on the opinion of others. Moreover, the
direct effect of DMS on PF is strengthened by the indirect one (through COH). It seems natural that
being more able to do analytics (and having the additional information that one has just done these
analytics practically well) makes one acknowledge better the added value DMs get from using MCDA
tools. Experientiality also positively affects PF, but its indirect effect (through COH) plays a suppressing
role. The total effect is also positive but with borderline statistics regarding its significance. It shows,
however, that enhancing the versatility of DMs’ information processing style makes them more positively
perceive the MCDA techniques and, hopefully, willing to use them in the future.

Finally, our analyses give an interesting insight into what elements of MCDA tools implemented in
ODSS comprise a general PF of MCDA methods. First, we can see that the biggest share in creating
general PF has a PF of TOPSIS, almost twice as big as AHP’s, with SMART’s loading being 80% of
the TOPSIS one. It may suggest that the issues such as time requirements and technical simplicity in
imparting preferences using the method may play a key role in creating the subjective value of the func-
tionality of the methods. A deeper insight into the loadings on the items within each method confirms
this observation. The highest loading within each method is assigned to its interface design, from 0.81
for TOPSIS to 0.95 for AHP. Easiness seems to be the second important one (from 0.80 to 0.86), and
time requirements the third one (average loading equal to 0.76). Moderate loadings are only identified
for the ability of the method to represent the DM’s preferences adequately. It clearly shows that there are
other more important characteristics of the MCDA tool than its ability to process and reflect the initially
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imparted preferences well. Hence, the DSS engineers should focus on designing the user interface ac-
cording to these recommendations. However, it is worth mentioning that a quick and easy approach does
not always have to lead to an exact solution, as shown in [130].

Analyzing the final impact of the behavioral factors on the DMs’ subjective recommendation regard-
ing the suitability of MCDA techniques in supporting multiple decision-making processes, we confirmed
what might be derived from the general characteristics of the decision-making profiles. For instance, we
identified that the most rational people tend to choose the technique that requires the most analytical and
quantitative approach in defining their preferences, i.e., SMART. On the other hand, the most experiential
ones, i.e., those who process information quickly and operate with holistically defined categories, chose
the TOPSIS technique, which required defining their preferences through the series of colored stars with-
out even any verbal description of their meaning. Additionally, those who chose AHP occurred to be the
least experienced in decision-making. It fits the opinion of the researchers and practitioners who recom-
mend this method as easy and does not require particular skills from DM as it provides logical rigor of
analytical procedure that everyone can comfortably follow [33].

The results mentioned above may be used to suggest the best-fitting and most accurate method for the
DM of a particular behavioral profile. Technically, it requires identification of the DMs experience and
decision-making style through the test we used in our experiment and then classifying her/him into one
of the clusters identified experimentally by us (see Table 7). The classification mechanisms, here based
on the notion of distances, would recommend:

• AHP to DMs with a meager decision-making experience, low Rationality but average Experiential-
ity,

• SMART to DMs with average experience, high Rationality, and low Experientiality,
• TOPSIS to DMs with high experience, average Rationality, and high Experientiality.

6. Conclusions and future research

Many approaches have been proposed to solve multiple criteria decision-making problems in the litera-
ture. The choice of the MCDA methods depends on the problem under consideration, the algorithm’s
requirements, and the available decision support system. The MCDA method should also meet users’
needs, expectations, and cognitive abilities.

This study aimed to examine the direct impact of DM’s experience in making multiple criteria deci-
sions and decision-making style on the ability to use various MCDA techniques coherently and on the
perceived functionality of these techniques. It also investigated the indirect influence of DM’s experi-
ence and decision-making style on the perceived functionality of MCDA methods. Therefore, we used
the SEM model to test six different hypotheses based on the result of the online experiment. Addition-
ally, we verified the relationship between the identified factors and the DMs’ subjective recommendations
regarding the most suited MCDA technique (question Q1). It makes our approach comprehensive and
different from earlier studies, where some of the relationships among these behavioral characteristics
were only considered individually.
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The main contribution of this paper is the descriptive findings regarding behavioral characteristics and
their impact on the perceived functionality of multiple criteria methods. Applying the structural equation
model, we confirm that

• using MCDA techniques coherently is related to DM’s behavioral profiles described by DM experi-
ence and information-processing style,

• the ability to coherently use the MCDA methods has the strongest positive impact (among consider-
ing behavioral characteristics) on their perceived functionality,

• the decision-making experience has an indirect impact through style on the perceived functionality
of multiple criteria methods,

• decision-making profile has both direct and mediatory impact (through the ability to use the MCDA
methods coherently) on the perceived functionality of MCDA methods.

The experiment results confirm that training may be required to show DMs that they can efficiently use
MCDA tools and produce reliable and consistent results. Training enhances their subjective valuation of
the functionality of MCDA techniques, which, in turn, differentiates the choice of the method they would
be willing to use. We additionally showed that DMs with particular levels of selected behavioral factors
might differ in selecting the MCDA method. These findings may be used to build cognitive multiple
criteria decision support systems that better meet DM’s expectations regarding preference analysis in
decision support systems as well as their cognitive limitations.

Finally, some limitations of this study need to be addressed. First, the study is focused on the three
selected MCDA methods: AHP, SMART, and TOPSIS. Our choice of methods used in the study was not
accidental. Although they operate with different user interfaces (fitting the requirements and specificities
of the algorithms), they still aggregate preferences using the same classic additive preference model.
Moreover, these methods are claimed to be cognitively easy [109, 136] and may be perceived as the first
choice when implemented in DSS. Naturally, selecting another set of methods, e.g., those deriving from
the disaggregation paradigm, could produce different results. It would then be interesting to implement
our analytical setup for another set of methods to conduct a multi-group SEM analysis and test the
stability of the results depending on the changing cognitive demand of MCDA tools.

Secondly, the REI test revealed shortcomings in our study that confirm the problems raised earlier
by other researchers [18, 81, 88, 105]. REI was identified to indicate the weak percentage of variance
explained and, consequently, the need to modify the questionnaire. Modifications were also required
in our study, and we needed to remove a few items from the original REI test to ensure its validity. It
might be interesting to check if other inventories could produce more informative results, e.g., based on
the concept of five styles defined by the GDMS inventory [114]. Another issue that may be considered
while defining decision-making style is its stability over time. It is worth remembering that the REI
test describes the general DM’s attitude to problem-solving. It does not capture the context-dependent
nuances in how people may act while solving a particular problem, being affected by some situational
factors that may force them to change the usual way they behave as described by the decision-making
style. Therefore, some researchers suggest using other tests to discover the actual information processing
style adapted to the situation DM finds herself/himself in [88]. Implementing such an inventory might
allow us to confirm some findings, e.g., that the versatile DMs exploit only their rational abilities to solve
problems when facing analytical tasks and/or find other dependencies.
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When answering question Q1, we used a straightforward approach that identified the behavioral dif-
ferences for the clusters of DMs that differ in their recommendation of MCDA techniques. Some other
causative relationships could be found if a regression-based approach were implemented. For instance,
a multinomial logistic regression could be used here to find the potential linkages and consider the differ-
ences in the strength of the impact of the behavioral characteristic on the DM recommendations.

One also needs to bear in mind that our findings were derived from the analysis based on a particu-
lar sample comprised of students taking part in the academic coursed in decision-making. This group
received prior training in decision-making and may reveal a specific decision-making profile typical to
young adults, not necessarily similar to the one revealed by the representative group of DMs. The latter
may also differ from our students’ DM experience and skills. Thus, some broader research could be
designed to prove the universality of our findings and their significance for other groups of DMs in the
specific cultural, demographic, and behavioral context.

In summary, our future work will test the previous relationships for other MCDA methods. We would
further focus on redesigning the inventory to determine the information-processing style (also considering
its contextual character). Finally, we will try to build a causal model for identifying clear recommendation
rules on which method should be implemented for supporting DM of a particular decision-making style
and experience.

Funding
This research was funded by grants from Bialystok University of Technology (WZ/WI-IIT/2/2022) and the University of

Economics in Katowice.

References

[1] Abdelsalam, H. M., Dawoud, R. H, and Elkadi, H. A. An examination of the decision making styles of Egyptian
managers. In Business Strategies and Approaches for Effective Engineering Management (2013), S. Saeed, M. A. Khan, R. Ahmad,
Eds., IGI Global, pp. 219–236.

[2] Aish, A. M., and Jöreskog, K. G. A panel model for political efficacy and responsiveness: an application of LISREL 7 with
weighted least squares. Quality & Quantity: International Journal of Methodology 24, 4 (1990), 405–426.

[3] Akinci, C., and Sadler-Smith, E. Assessing individual differences in experiential (intuitive) and rational (analytical) cognitive
styles. International Journal of Selection and Assessment 21, 2 (2013), 211–221.

[4] Al-Shemmeri, T., Al-Kloub, B., and Pearman, A. Model choice in multicriteria decision aid. European Journal of
Operational Research 97, 3 (1997), 550–560.

[5] Aloysius, J. A., Davis, F. D., Wilson, D. D., Ross Taylor, A., and Kottemann, J. E. User acceptance of
multi-criteria decision support systems: The impact of preference elicitation techniques. European Journal of Operational Research
169, 1 (2006), 273–285.

[6] Armstrong, S. J., Cools, E., and Sadler-Smith, E. Role of cognitive styles in business and management: Reviewing
40 years of research. International Journal of Management Reviews 14, 3 (2012), 238–262.

[7] Arnott, D. Cognitive biases and decision support systems development: a design science approach. Information Systems Journal
16, 1 (2006), 55–78.

[8] Ashraf, R., and Merunka, D. The use and misuse of student samples: An empirical investigation of European marketing
research. Journal of Consumer Behaviour 16, 4 (2017), 295–308.

[9] Asparouhov, T., and Muthén, B. Exploratory structural equation modeling. Structural Equation Modeling: A Multidisci-
plinary Journal 16, 3 (2009), 397–438.

[10] Ayal, S., Zakay, D., and Hochman, G. Deliberative adjustments of intuitive anchors: The case of diversification behavior.
Synthese 189, 1 supplement (2012), 131–145.

[11] Ayan, B., and Abacıoğlu, S. Bibliometric analysis of the MCDM methods in the last decade: WASPAS, MABAC, EDAS,
CODAS, COCOSO, and MARCOS. International Journal of Business and Economic Studies 4, (2022), 65–85.

[12] Baiocco, R., Laghi, F., and D’Alessio, M. Decision-making style among adolescents: Relationship with sensation seeking
and locus of control. Journal of Adolescence 32, 4 (2009), 963–976.



Decision-makers’ behavioral characteristics. . . 315

[13] Basilio, M. P., Pereira, V., Costa, H. G., Santos, M., and Ghosh, A. A systematic review of the applications of
multi-criteria decision aid methods (1977-2022). Electronics 11, 11 (2022), 1720.

[14] Bavoĺár, J., and Orosová, O. Decision-making styles and their associations with decision-making competencies and mental
health. Judgment and Decision Making 10, 1 (2015), 115–122.

[15] Behzadian, M., Otaghsara, S. K., Yazdani, M., and Ignatius, J. A state-of the-art survey of TOPSIS applications.
Expert Systems with Applications 39, 17 (2012), 13051–13069.

[16] Benbasat, I., and Dexter, A. S. Individual-differences in the use of decision support aids. Journal of Accounting Research
20, 1 (1982), 1–11.

[17] Bjørk, I. T., and Hamilton, G. A. Clinical decision making of nurses working in hospital settings. Nursing Research and
Practice 2011 (2011), 524918.

[18] Björklund, F., and Bäckström, M. Individual differences in processing styles: Validity of the rational-experiential inventory.
Scandinavian Journal of Psychology 49, 5 (2008), 439–446.

[19] Bottomley, P. A., Doyle, J. R., and Green, R. Testing the reliability of weight elicitation methods: Direct rating versus
point allocation. Journal of Marketing Research 37, 4 (2000), 508–513.

[20] Brown, T. A. Confirmatory factor analysis for applied research. Guilford Publications, 2014.
[21] Bruine de Bruin, W., Parker, A. M., and Fischhoff, B. Individual differences in adult decision making competence.

Journal of personality and social psychology 92, 5 (2007), 938–956.
[22] Buede, D. M., and Maxwell, D. T. Rank disagreement: A comparison of multi-criteria methodologies. Journal of Multi-

criteria Decision Analysis 4, 1 (1995), 1–21.
[23] Byrne, B. M. Structural Equation Modeling with AMOS: Basic Concepts, Applications, and Programming. Routledge, 2010.
[24] Cacioppo, J. T., and Petty, R. E. The need for cognition. Journal of Personality and Social Psychology 42, 1 (1982),

116–131.
[25] Carnevale, J. J., Inbar, Y., and Lerner, J. S. Individual differences in need for cognition and decision-making

competence among leaders. Personality and Individual Differences 51, 3 (2011), 274–278.
[26] Cassaigne, N., and Lorimier, L. A Challenging Future for i-DMSS In Intelligent Decision-making Support Systems (London,

2006), J. N. D. Gupta, G. A. Forgionne, and M. Mora T, Eds., Springer Science and Business Media, pp. 401–422.
[27] Chakraborty, I., Hu, P. J-H., and Cui, D. Examining the effects of cognitive style in individuals’ technology use decision

making. Decision Support Systems 45, 2 (2008), 228–241.
[28] Chrzan, K. Three kinds of order effects in choice-based conjoint analysis. Marketing Letters 5, 2 (1994), 165–172.
[29] Ciardiello, F., and Genovese, A. A comparison between TOPSIS and SAW methods. Annals of Operations Research 325,

2 (2023), 967–994.
[30] Cinelli, M., Kadziński, M., Gonzalez, M., and Słowiński, R. How to support the application of multiple criteria

decision analysis? Let us start with a comprehensive taxonomy. Omega 96 (2020), 102261.
[31] Crossley, C. D., and Highhouse, S. Relation of job search and choice process with subsequent satisfaction. Journal of

Economic Psychology 26, 2 (2005), 255–268.
[32] Curşeu, P. L., and Schruijer, S. G. L. Decision styles and rationality: An analysis of the predictive validity of the general

decision-making style inventory. Educational and Psychological Measurement 72, 6 (2012), 1053-–1062.
[33] Davies, M. Adaptive AHP: A review of marketing applications with extensions European Journal of Marketing 35, 7/8 (2001),

872–894.
[34] Davis, D. L., and Elnicki, R. A. User cognitive types for decision support systems. Omega 12, 6 (1984), 601–614.
[35] Davis, F. D. Perceived usefulness, perceived ease of use, and user acceptance of information technology. MIS Quarterly 13, 3

(1989), 319–340.
[36] Doumpos, M., Figueira, J. R., Greco, S., and Zopounidi, C., New Perspectives in Multiple Criteria Decision Making.

Innovative Applications and Case Studies, vol. 1 of Multiple Criteria Decision Making. Springer, Cham, 2019.
[37] Driver, M. J. Individual decision making and creativity. In Organizational Behavior (Columbus, OH, 1979), S. Kerr, Ed., Grid

Publishing, pp. 59–91.
[38] Edwards, W., and Barron, F. H. SMARTS and SMARTER: Improved simple methods for multiattribute utility measurement.

Organizational Behavior and Human Decision Processes 60, 3 (1994), 306–325.
[39] Emrouznejad, A., and Marra, M. The state of the art development of AHP (1979–2017): a literature review with a social

network analysis International Journal of Production Research 55, 22 (2017), 6653–6675.
[40] Engin, A., and Vetschera, R. Information representation in decision making: The impact of cognitive style and depletion

effects. Decision Support Systems 103 (2017), 94–103.
[41] Epstein, S. Integration of the cognitive and the psychodynamic unconscious. The American Psychologist 49, 8 (1994), 709–724.
[42] Epstein, S., Pacini, R., Denes-Raj, V., and Heier, H. Individual differences in intuitive–experiential and analyti-

cal–rational thinking styles. Journal of Personality and Social Psychology 71, 2 (1996), 390–405.
[43] Evans, G. W. An overview of techniques for solving multiobjective mathematical programs. Management Science 30, 11 (1984),

1268–1282.
[44] Ferguson, C. J. An effect size primer: A guide for clinicians and researchers. Professional Psychology: Research and Practice

40, 5 (2009), 532–538.
[45] Fuerst, W. L., and Cheney, P. H. Factors affecting the perceived utilization of computer-based decision support systems in

the oil industry. Decision Sciences 13, 4 (2007), 554–569.



316 T. Wachowicz et al.

[46] Gershon, M. E. Model Choice in Multiobjective Decision-Making in Natural Resource Systems. PhD thesis, University of
Arizona, 1981.

[47] Gershon, M. E., and Duckstein, L. A procedure for selection of a multiobjective technique with application to water and
mineral resources. Applied Mathematics and Computation 14, 3 (1984), 245–271.

[48] Gettinger, J., Kiesling, E., Stummer, C., and Vetschera, R. A comparison of representations for discrete multi-
criteria decision problems. Decision Support Systems 54, 2 (2013), 976-985.

[49] Gilliams, S., Raymaekers, D., Muys, B., and Van Orshoven, J. Comparing multiple criteria decision methods to
extend a geographical information system on afforestation. Computers and Electronics in Agriculture 49, 1 (2005), 142–158.

[50] Gilovich, T., Griffin, D., and Kahneman, D. Heuristics and Biases: The Psychology of Intuitive Judgment, Cambridge
University Press, 2002.

[51] Greco, S., Ehrgott, M., and Figueira, J. R. Multiple Criteria Decision Analysis: State of the Art Surveys, vol. 233 of
International Series in Operations Research and Management Science. Springer, 2016.

[52] Green, G. I., and Hughes, C. T. Effects of decision support systems training and cognitive style on decision process attributes.
Journal of Management Information Systems 3, 2 (1986), 83–93.

[53] Guitouni, A., and Martel, J.-M. Tentative guidelines to help choosing an appropriate MCDA method. European Journal of
Operational Research 109, 2 (1998), 501–521.

[54] Hayduk, L., Cummings, G., Boadu, K., Pazderka-Robinson, H., and Boulianne, S. Testing! testing! one, two,
three – Testing the theory in structural equation models. Personality and Individual Differences 42, 5 (2007), 841–850.

[55] Hayes, J., and Allinson, C. W. Cognitive style and its relevance for management practice. British Journal of Management 5,
1 (1994), 53–71.

[56] Herbst, U., and Schwarz, S. How valid is negotiation research based on student sample groups? New insights into a
long-standing controversy. Negotiation Journal 27, 2 (2011), 147–170.

[57] Ho, W., and Ma, X. The state-of-the-art integrations and applications of the analytic hierarchy process. European Journal of
Operational Research 267, 2 (2018), 399–414.

[58] Hobbs, B. F., Chankong, V., Hamadeh, W., and Stakhiv, E. Z. Does choice of multiobjective method matter? An
experiment in water resources planning. Water Resources Research 28, 7 (1992), 1767–1779.

[59] Hobbs, B. F. What can we learn from experiments in multiobjective decision analysis? IEEE Transactions on Systems, Man, and
Cybernetics 16, 3 (1986), 384–394.

[60] Hwang, C.-L., and Yoon, K. Methods for Multiple Attribute Decision Making. In Multiple Attribute Decision Making. Methods
and Applications. A State-of-the-Art Survey (Berlin, Heidelberg, 1981), C.-L. Hwang and K. Yoon, Eds., vol. 186 of Lecture Notes
in Economics and Mathematical Systems Springer, pp. 59–191.

[61] Ishizaka, A., and Siraj, S. Are multi-criteria decision-making tools useful? An experimental comparative study of three
methods. European Journal of Operational Research 264, 2 (2018), 462–471.

[62] Jelassi, M. T., and Ozernoy, V. M. A framework for building an expert system for MCDM models selection. In Improving
Decision Making in Organisations. Proceedings of the Eighth International Conference on Multiple Criteria Decision Making Held
at Manchester Business School, University of Manchester, UK, August 21st–26th, 1988 (Berlin, Heidelberg, 1989), A. G. Lockett
and G. Islei, Eds., vol. 335 of Lecture Notes in Economics and Mathematical Systems, Springer, pp. 553–562.

[63] Jöreskog, K. G., and Sörbom, D. Advances in Factor Analysis and Structural Equation Models. Abt Books, 1979.
[64] Kahraman, C., Fuzzy Multi-Criteria Decision Making: Theory and Applications with Recent Developments, vol. 16 of Springer

Optimization and Its Applications. Springer, New York, NY, 2008.
[65] Kang, H., and Ahn, J.-W. Model setting and interpretation of results in research using structural equation modeling: A

checklist with guiding questions for reporting. Asian Nursing Research 15, 3 (2021), 157–162.
[66] Keeney, R. L., and Raiffa, H. Decisions with Multiple Objectives. Wiley, New York, 1976.
[67] Kersten, G. E., and Cray, D. Perspectives on representation and analysis of negotiation: Towards cognitive support systems.

Group Decision and Negotiation 5 (1996), 433–467.
[68] Kersten, G. E., and Noronha, S. J. Negotiation and the Web: Users’ Perception and Acceptance. IIASA Interim Report.

IIASA, Laxenburg, Austria: IR-98-002, 1998.
[69] Kersten, G., Roszkowska, E., and Wachowicz, T. The heuristics and biases in using the negotiation support systems. In

Group Decision and Negotiation. A Socio-Technical Perspective. 17th International Conference, GDN 2017, Stuttgart, Germany, Au-
gust 14-18, 2017, Proceedings (Cham, 2017), M. Schoop, and D. M. Kilgour, Eds., vol. 293 of Lecture Notes in Business Information
Processing, Springer, pp. 215–228.

[70] Kersten, G., Roszkowska, E., and Wachowicz, T. Representative decision-making and the propensity to use round and
sharp numbers in preference specification. In Group Decision and Negotiation in an Uncertain World. 18th International Conference,
GDN 2018, Nanjing, China, June 9-13, 2018, Proceedings (Cham, 2018), Y. Chen, G. Kersten, R. Vetschera, and H. Xu, Eds.,
vol. 315 of Lecture Notes in Business Information Processing, Springer, pp. 43–55.

[71] Kline, R. B. Principles and Practice of Structural Equation Modeling. Guilford Publications, 2015.
[72] Korkmaz, I., Gökçen, H., and Çetinyokuş, T. An AHP and two-sided matching based decision support system for

military personnel assignment. Information Sciences 178, 14 (2008), 2915–2927.
[73] Lai, K., and Green, S. B. The problem with having two watches: Assessment of fit when RMSEA and CFI disagree. Multi-

variate Behavioral Research 51, 2-3 (2016), 220–239.
[74] Leonard, D., and Straus, S. Putting your company’s whole brain to use. Harvard Business Review 75, 4 (1997), 110–122.



Decision-makers’ behavioral characteristics. . . 317

[75] Leoneti, A. Considerations regarding the choice of ranking multiple criteria decision making methods. Pesquisa Operacional 36,
2 (2016), 259–277.

[76] Lootsma, F. A., Ed. Smart, Direct Rating. In Multi-Criteria Decision Analysis via Ratio and Difference Judgement. Applied
Optimization (Boston, 1999), F. A. Lootsma, Ed., vol. 29 of Applied Optimization, Springer, pp. 15–52.

[77] Lu, H.-P., Yu, H.-J., and Lu, S. S. K. The effects of cognitive style and model type on DSS acceptance: An empirical study.
European Journal of Operational Research 131, 3 (2001), 649–663.

[78] MacCrimmon, K. R. An overview of multiple objective decision making. In Multiple Criteria Decision Making (Colombia,
1973), J. L. Cochrane and M. Zeleny, Eds., University of South Carolina Press, pp. 18–44.

[79] Madzik, P., and Falát, L. State-of-the-art on analytic hierarchy process in the last 40 years:Literature review based on Latent
Dirichlet Allocation topic modelling. PLOS ONE 17, 5 (2022), e0268777.

[80] Mardani, A., Jusoh, A., Nor, K. M., Khalifah, Z., Zakwan, N., and Valipouri, A. Multiple criteria decision-
making techniques and their applications – a review of the literature from 2000 to 2014. Economic Research-Ekonomska Istraživanja
28, 1 (2015), 516–571.

[81] Marks, A. D. G., Hine, D. W., Blore, R. L., and Phillips, W. J. Assessing individual differences in adolescents’
preference for rational and experiential cognition. Personality and Individual Differences 44, 1 (2008), 42–52.

[82] Marsh, H. W. Positive and negative global self-esteem: A substantively meaningful distinction or artifactors? Journal of Person-
ality and Social Psychology 70, 4 (1996), 810–819.

[83] Mela, K., Tiainen, T., and Heinisuo, M. Comparative study of multiple criteria decision making methods for building
design. Advanced Engineering Informatics 26, 4 (2012), 716–726.

[84] Mohammed, S., and Schwall, A. Individual differences and decision making: What we know and where we go from here.
In International Review of Industrial and Organizational Psychology (2009), G. P. Hodgkinson and J. K. Ford, Eds., Vol. 24, John
Wiley and Sons Ltd., pp. 249–312.

[85] Montibeller, G., and von Winterfeldt, D. Cognitive and motivational biases in decision and risk analysis. Risk Analysis
35, 7 (2015), 1230–1251.

[86] Morton, A., and Fasolo, B. Behavioural decision theory for multi-criteria decision analysis: a guided tour. Journal of the
Operational Research Society 60, 2 (2009), 268–275.

[87] Moshkovich, H. M., Gomes, L. F. A. M., Mechitov, A. I, and Rangel, L. A. D. Influence of models and scales
on the ranking of multiattribute alternatives. Pesquisa Operacional 32, 3 (2012), 523–542.

[88] Novak, T. P., and Hoffman, D. L. The fit of thinking style and situation: New measures of situation-specific experiential
and rational cognition. Journal of Consumer Research 36, 1 (2009), 56–72.

[89] Olson, D. L. Multi-Criteria Decision Support. In Handbook on Decision Support Systems 1. Basic Themes (Berlin Heidelberg,
2008), F. Burstein and C. W. Holsapple, Eds., International Handbooks Information System series, Springer, pp. 299–314.

[90] Oturakci, M. Developing new technology acceptance model with multi-criteria decision technique: An implementation study.
Engineering Management Research 7, 2 (2018), 43–53.

[91] Ozernoy, V. M. A framework for choosing the most appropriate discrete alternative multiple criteria decision-making method
in decision support systems and expert systems. In Toward Interactive and Intelligent Decision Support Systems (Berlin, Heidelberg,
1987), Y. Sawaragi, K. Inoue, and H. Nakayama, Eds., vol. 286 of Lecture Notes in Economics and Mathematical Systems Springer,
pp. 56–64.

[92] Ozernoy, V. M. Choosing the “best” multiple criterlv decision-making method. INFOR: Information Systems and Operational
Research 30, 2 (1992), 159–171.

[93] Pacini, R., and Epstein, S. The relation of rational and experiential information processing styles to personality, basic beliefs,
and the ratio-bias phenomenon. Journal of Personality and Social Psychology 76 (1999), 972–987.

[94] Parker, A. M., Bruine de Bruin, W. B., and Fischhoff, B. Maximizers versus satisficers: Decision-making styles,
competence, and outcomes. Judgment and Decision Making 2, 6 (2007), 342–350.

[95] Parker, A. M., and Fischhoff, B. Decision-making competence: External validation through an individual-differences
approach. Journal of Behavioral Decision Making 18, 1 (2005), 1–27.

[96] Petter, S., DeLone, W., and McLean, E. Measuring information systems success: models, dimensions, measures, and
interrelationships. European Journal of Information Systems 17, 3 (2008), 236–263.

[97] Polatidis, H., Haralambopoulos, D. A., Munda, G., and Vreeker, R. Selecting an appropriate multi-criteria
decision analysis technique for renewable energy planning. Energy Sources, Part B: Economics, Planning and Policy 1, 2 (2006),
181–193.

[98] Pretz, J. E. Intuition versus analysis: Strategy and experience in complex everyday problem solving. Memory & cognition 36, 6
(2008), 554–566.

[99] Ramamurthy, K., King, W. R., and Premkumar, G. User characteristics—DSS effectiveness linkage: an empirical
assessment. International Journal of Man-Machine Studies 36, 3 (1992), 469–505.

[100] Raykov, T., and Marcoulides, G. A. A First Course in Structural Equation Modeling. Routledge, 2012.
[101] Razmak, J., and Aouni, B. Decision support system and multi-criteria decision aid: A state of the art and perspectives. Journal

of Multi-Criteria Decision Analysis 22, 1-2 (2015), 101–117.
[102] Reimer, R. A. Health Risk Cognitions: An Empirical Examination of the Effects of Heuristic Versus Reasoned Information

Processing. PhD thesis, Iowa State University, 2009.
[103] Remus, W. Graduate students as surrogates for managers in experiments on business decision making. Journal of Business Research

14, 1 (1986), 19–25.



318 T. Wachowicz et al.

[104] Riedel, R., Fransoo, J., Wiers, V., Fischer, K., Cegarra, J., and Jentsch, D. Building Decision Support
Systems for Acceptance. In Behavioral Operations in Planning and Scheduling (Berlin, Heidelberg, 2011), J. C. Fransoo, T. Waefler
and J. R. Wilson, Eds., Springer, pp. 231-295.

[105] Roszkowska, E., Kersten, G., and Wachowicz, T. The impact of negotiators’ motivation on the use of decision support
tools in preparation for negotiations. International Transactions in Operational Research 30, 3 (2023), 1427–1452.

[106] Rowe, A. J., and Davis, S. A. Intelligent Information Systems: Meeting the Challenge of the Knowledge Era. Greenwood
Publishing Group Inc., 1996.

[107] Rowe, A. J., and Mason, R. O. Managing with Style: A Guide to Understanding, Assessing, and Improving Decision Making.
Jossey-Bass, 1987.

[108] Roy, B., and Słowiński, R. Questions guiding the choice of a multicriteria decision aiding method. EURO Journal on Decision
Processes 1, 1-2 (2013), 69–97.

[109] Saaty, T. Decision making with the AHP. International Journal of Services Sciences 1, 1 (2008), 83–98.
[110] Saaty, T. L., and Ergu, D. When is a decision-making method trustworthy? Criteria for evaluating multi-criteria decision-

making methods. International Journal of Information Technology & Decision Making 14, 06 (2015), 1171–1187.
[111] Sahoo, S. K., and Goswami, S. S. A comprehensive review of multiple criteria decision-making (MCDM) methods: Ad-

vancements, applications, and future directions. Decision Making Advances 1, 1 (2023), 25-48.
[112] Schmitt, T. A. Current methodological considerations in exploratory and confirmatory factor analysis. Journal of Psychoeduca-

tional Assessment 29, 4 (2011), 304–321.
[113] Schreiber, J. B., Nora, A., Stage, F. K., Barlow, E. A., and King, J. Reporting structural equation modeling and

confirmatory factor analysis results: A review The Journal of Educational Research 99, 6 (2006), 323–338.
[114] Scott, S. G., and Bruce, R. A. Decision-making style: The development and assessment of a new measure. Educational

and Psychological Measurement 55, 5 (1995), 818–831.
[115] Shibl, R., Lawley, M., and Debuse, J. Factors influencing decision support system acceptance. Decision Support Systems

54, 2 (2013), 953–961.
[116] Siegel, S., and Castellan, N. J. Nonparametric Statistics for the Behavioral Sciences. McGraw-Hill, 1988.
[117] Sladek, R. M., Bond, M. J., and Phillips, P. A. Age and gender differences in preferences for rational and experiential

thinking. Personality and Individual Differences 49, 8 (2010), 907–911.
[118] Sloman, S. Two systems of reasoning. In Heuristics and Biases: The Psychology of Intuitive Judgment (New York, 2002),

T. Gilovich, D. Griffin, and D. Kahneman, Eds., Cambridge University Press, pp. 379–396.
[119] Stanovich, K. E. Rationality and the Reflective Mind. Oxford University Press, 2011.
[120] Strack, F. “Order effects” in survey research: Activation and information functions of preceding questions. In Context Effects in

Social and Psychological Research (New York, NY, 1992), N. Schwarz and S. Sudman, Eds., Springer, pp. 23–34.
[121] Tang, S., Huang, S., Zhu, J., Huang, R., Tang, Z., and Hu, J. Financial self-efficacy and disposition effect in

investors: The mediating role of versatile cognitive style. Frontiers in Psychology 9 (2019), 2705.
[122] Tecle, A. Choice of Multicriterion Decision-Making Techniques for Watershed Management. PhD thesis, The University of

Arizona, 1988.
[123] Thunholm, P. Decision-making style: habit, style or both? Personality and Individual Differences 36, 4 (2004), 931–944.
[124] Turban, E., Aronson, J. E., and Liang, T.-P. Decision Support Systems and Intelligent Systems. Pearson Prentice-Hall,

2005.
[125] Tversky, A., and Kahneman, D. Judgment under uncertainty: Heuristics and biases. Science 185, 4157 (1974), 1124–1131.
[126] Van Bruggen, G., and Wierenga, B. Matching management support systems and managerial problem-solving modes: The

key to effective decision support. European Management Journal 19, 3 (2001), 228–238.
[127] Vassoney, E., Mochet, A. M., Desiderio, E., Negro, G., Pilloni, M. G., and Comoglio, C. Comparing

multi-criteria decision-making methods for the assessment of flow release scenarios from small hydropower plants in the alpine area.
Frontiers in Environmental Science 9 (2021), 635100.

[128] Verma, J. P. Repeated Measures Design for Empirical Researchers. John Wiley & Sons, 2015.
[129] von Winterfeldt D. On the relevance of behavioral decision research for decision analysis. In Decision Science and Technology:

Reflections on the Contributions of Ward Edwards (New York, NY, 1999), J. Shanteau, B. A. Mellers, and D. A. Schum, Eds., Springer,
pp. 133–154.

[130] Wachowicz, T., and Roszkowska, E. Can holistic declaration of preferences improve a negotiation offer scoring system?
European Journal of Operational Research 299, 3 (2022),1018–1032.

[131] West, S. G., Finch, J. F., and Curran, P. J. Structural equation models with nonnormal variables: Problems and remedies.
In Structural Equation Modeling: Concepts, Issues, and Applications (1995), R. H. Hoyle, Ed., Sage Publications, p. 56–75.

[132] Wątróbski, J., Jankowski, J., Ziemba , P., Karczmarczyk, A., and Zioło, M. Generalised framework for
multi-criteria method selection. Omega 86 (2019), 107–124.

[133] Yeh, C.-H. A problem-based selection of multi-attribute decision-making methods. International Transactions in Operational
Research 9, 2 (2002), 169–181.

[134] Yuan, K.-H., and Bentler, P. M. Robust procedures in structural equation modeling. In Handbook of Latent Variable and
Related Models (2007), S.-Y. Lee, Ed., Elsevier, pp. 367–397.

[135] Zanakis, S. H., Solomon, A., Wishart, N., and Dublish, S. Multi-attribute decision making: A simulation comparison
of select methods. European Journal of Operational Research 107, 3 (1998), 507–529.



Decision-makers’ behavioral characteristics. . . 319

[136] Zavadskas, E. K., Mardani, A., Turskis, Z., Jusoh, A., and Nor, K. M. Development of topsis method to solve
complicated decision-making problems: An overview on developments from 2000 to 2015. International Journal of Information
Technology & Decision Making 15, 03 (2016), 645–682.

[137] Zyoud, S. H., and Fuchs-Hanusch, D. A bibliometric-based survey on AHP and TOPSIS techniques. Expert Systems with
Applications 78 (2017), 158–181.



320 T. Wachowicz et al.

A. Appendix

Table A1. Rational experiential inventory (REI-20)

No. Symbol Item

RAT: Rationality subscale (reversal)
1 R1 I try to avoid situations that require thinking in depth about something. (–)
3 R3 I’m not that good at figuring out complicated problems. (–)
5 R5 I enjoy intellectual challenges.
7 R7 I am not very good at solving problems that require careful logical analysis. (–)
9 R9 I don’t like to have to do a lot of thinking. (–)
11 R11 I enjoy solving problems that require hard thinking.
13 R13 Thinking is not my idea of an enjoyable activity. (–)
15 R15 I am not a very analytical thinker. (–)
17 R17 Reasoning things our carefully is not one of my strong points. (–)
19 R19 I don’t reason well under pressure. (–)

EXP: Experientiality subscale (reversal)
2 E2 I like to rely on my intuitive impressions.
4 E4 I don’t have a very good sense of intuition. (–)
6 E6 Using my gut feelings usually works well for me in figuring out problems in my life.
8 E8 I believe in trusting my hunches.
10 E10 Intuition can be a very useful way to solve problems.
12 E12 I often go by my instincts when deciding on a course of action.
14 E14 I trust my initial feelings about people.
16 E16 If I were to rely on my gut feelings, I would often make mistakes.
18 E18 I don’t like situations in which I have to rely on intuition. (–)
20 E20 I think it is foolish to make important decisions based on feelings. (–)

(–) denotes reverse coding of item.
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Table A4. ADF estimates of factor loadings for a 5-factor CFA measurement model

Effect Factor loading Measurement errors
Unstand. S.E. Standard. Unstand. S.E. Standard.

frequency← DME 1 0.430 2.264 0.105 0.815
skills← DME 1.176 0.118 0.669 0.876 0.073 0.553
method’s knowledge← DME 1.312 0.123 0.658 1.158 0.078 0.567
R15← Rationality 1 0.564 0.580 0.037 0.682
R1← Rationality 1.076 0.086 0.635 0.462 0.030 0.596
R9← Rationality 1.368 0.104 0.670 0.618 0.041 0.551
R13← Rationality 1.325 0.091 0.735 0.404 0.038 0.460
E8← Experientiality 1 0.683 0.475 0.031 0.534
E10← Experientiality 1.122 0.051 0.738 0.436 0.029 0.455
E16← Experientiality 1.188 0.062 0.779 0.380 0.036 0.393
E18← Experientiality 1.178 0.061 0.690 0.634 0.034 0.524
tauK SMART_TOPSIS← COH 1 0.337 0.090 0.005 0.886
tauK AHP_TOPSIS← COH 2.878 0.728 0.612 0.160 0.026 0.626
tauK AHP_SMART← COH 2.627 0.629 0.537 0.197 0.021 0.712
AHP easiness← PF AHP 1 0.806 0.816 0.076 0.350
AHP interface← PF AHP 1.170 0.062 0.951 0.218 0.103 0.095
AHP pref. representation← PF AHP 0.631 0.040 0.511 1.711 0.085 0.739
SMART interface← PF SMART 1 0.859 0.523 0.054 0.262
SMART pref. representation← PF SMART 0.683 0.037 0.535 1.713 0.083 0.714
SMART time← PF SMART 1.064 0.046 0.755 1.258 0.092 0.430
SMART easiness← PF SMART 1.096 0.036 0.858 0.632 0.056 0.263
TOPSIS interface← PF TOPSIS 1 0.815 0.414 0.036 0.335
TOPSIS pref. representation← PF TOPSIS 0.812 0.049 0.558 1.199 0.065 0.689
TOPSIS time← PF TOPSIS 1.036 0.058 0.755 0.665 0.061 0.430
PF TOPSIS← PF 1 0.731 0.383 0.074 0.466
PF AHP← PF 0.464 0.090 0.249 1.422 0.111 0.938
PF SMART← PF 1.046 0.145 0.571 0.992 0.096 0.674

All unstandardized estimates were significant at p < 0.001.
Standardized estimates for measurement errors are proportions of unexplained variance.
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