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In the real world, there are processes whose structures are like a parallel-series mixed network.
Network data envelopment analysis (NDEA) is one of the appropriate methods for assessing the per-
formance of processes with these structures. In the paper, mixed processes with two parallel and series
components are considered, in which the first component or parallel section consists of the shared in-
puts, and the second component or series section consists of undesirable factors. By considering the
weak disposability assumption for undesirable factors, a DEA approach as based on network slack-
based measure (NSBM) is introduced to evaluate the performance of processes with mixed structures.
The proposed model is illustrated with a real case study. Then, the model is developed to discriminate
efficient units.

Keywords: network data envelopment analysis, parallel-series mixed networks, weak disposability, unde-
sirable factors, ranking

1. Introduction

Network data envelopment analysis (NDEA) is a non-parametric method to evalu-
ate the relative efficiency of a set of homogeneous decision-making units (DMUs) with
multiple inputs and outputs introduced by Fire and Grosskopf [8]. Contrary to conven-
tional DEA models that neglect the internal structure of processes and only take into
account external inputs and outputs to evaluate the performance of processes, all net-
work models consider internal materials.

One of the basic network structures is the series two-stage process that has already
been widely studied. We briefly review some of the studies carried out on these systems.
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Seiford and Zhu [18] apply the standard DEA model to evaluate the efficiency of each
stage. Chen and Zhu [7] introduce a model under the assumption of variable returns to
scale. In some cases, it may conclude that the inefficiency of two stages leads to overall
efficiency. Kao and Hwang [11] modify the standard DEA model and develop the model
with multiplicative function. Chen et al. [5] propose an additive model for evaluating
the efficiency of two-stage processes. From the proposed models it can be concluded
that the performance improvement in one stage leads to inefficiency of other stages.
Liang et al. [13] introduce a new model and solve this problem. Tone and Tsutsui [21]
propose a slack-based network DEA model to determine the relative efficiency score of
network processes.

In the mentioned studies, there are not any undesirable factors in the network struc-
tures. However, in the structure of some network processes, there are undesirable factors
and they play an important role in evaluating the performance of the processes. Thus,
Maghbouli et al. [16] consider weak disposability assumption for undesirable factors
and introduce a new model for assessing the efficiency of two-stage processes with un-
desirable outputs. Kao [10] develops a parallel model to evaluate the efficiency of sys-
tems with parallel structure. Zha and Liang [25] offer a cooperative efficiency model to
evaluate the overall efficiency and the relation between the sub-sections of a two-stage
network with shared inputs for both stages. Chen et al. [6] propose an approach for
assessing the relative efficiency of two-stage processes with inseparable shared inputs.
Amirteimoori et al. [1] introduce an additive model for evaluating the relative efficiency
of two-stage processes with shared input resource in both stages. Also, Wu et al. [22]
consider an additive efficiency model for parallel systems with shared inputs and unde-
sirable outputs.

Moreover, there are systems with complex structures, as, e.g., mixtures of both par-
allel and series processes, in the real world and their performance should also be meas-
ured. In the DEA literature, some studies have addressed mixed structures. Yu and Lin
[24] use a directional distance function to evaluate the efficiency of railways in which
each line contains two parallel (production) and series (consumption) sections. Yu [23]
uses the SBM model to examine the airport performance, divided into two sections of
landside and airside. Based on the SBM model, Lin and Chiu [14] evaluate Taiwanese
banks, the performance of which consisted of three parts of production, service and
profitability. Moreover, Amirteimoori and Yang [2] introduce an additive model for
assessing the efficiency of production processes with the two-stage parallel-series struc-
ture. Ma and Chen [15] consider a parallel-series structure and develop a hybrid DEA
model for the mentioned structure. They apply their model to evaluate the Taiwanese
non-life insurance companies.

In the above-mentioned studies, the structure of each process is different. Besides
the number of components related to each structure and how they are put together, the
presence of undesirable factors and also shared inputs makes them different from each
other. Nevertheless, the evaluation complexity of these systems due to their structure
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and also addressing weakly disposable undesirable outputs makes a motivation for pre-
senting a suitable model. The weak disposability assumption enables us to model unde-
sirable outputs as outputs, taking into account the possible trade-offs between the desir-
able and undesirable outputs.

In this study, the purpose is to provide a DEA approach based on network slack-
based measure (NSBM) model for assessing the performance of network processes with
a mixed parallel-series structure, consisting shared inputs and undesirable factors. Also,
we introduce a super-efficiency model for ranking efficient units. In the proposed mod-
els, we use weak disposability assumption for desirable and undesirable outputs. One of
the advantages of the proposed approach is to calculate the overall efficiency of the
whole system without the need to evaluate the efficiency of each of the subsections.
Also, the optimal amount of the shared inputs of the mentioned system is determined.

The paper is organised as follows: the next section firstly introduces the proposed
model to estimate the relative efficiency of systems with mixed network processes.
Then, a super-efficiency model is introduced to discriminate efficient units. In Sec-
tion 3, an application is presented to illustrate the proposed approach. Conclusions are
given in Section 4.

2. Proposed model for mixed processes

We initially consider a mixed process as shown in Fig. 1 that consists of two paral-
lel (A), and series (B) sections. Then, a novel model for evaluating the relative effi-
ciency of the mentioned structure is introduced. After that, a super-efficiency model is
presented to discriminate efficient units.

Now, suppose there are K DMUs, and each DMU, , k=1,..., K has the structure as

can be seen in Fig. 1. Therefore, each DMU, ,k =1,...,K consists of three stages. The first

and second stages comprise input vectors of u\" = (u,...,u$)) and u\” = @,...,us)),
respectively. Also, both stages consume a shared input x, =(x,,...,x,) in which
x, =x" +x?, and the input vectors x!" =(x,...,x!/") and x¥ =(x,...,x}?)) are used

for stages 1 and 2, respectively. Assume o” +'” =1. At optimality, the portion amount
0<a'” <1 of the shared input to the first stage, and the rest portion 0 < a® < 1 of the

shared input to the second stage are allocated. The first stage consumes inputs

ul,r=1,.,R and a"x,,i=1,..,1, and it produces the undesirable output

1
20 =(,....,2%) and the final des1rable output v\ =(7,...,v). Moreover, the second

stage uses 1nputs ul,r=1,.,R and &”x,,i=1,...,1, and it produces the undesirable

output z\” =(z\7,...,z5)) and the final desirable output v\* = (v/",...,v). In addition to
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the usage of undesirable outputs z\”, z\* as inputs, the third stage consumes the extra input
w, =(W,,..., w,, ) to produce the desirable and undesirable outputs 4, = (h,,,..., h,, ) and

Ve =g Y1t ) > TESpECtively.

a) b)
) TG ) W
u Stage 1
a®x 1) l
> —> h
X R Stage 3
g y
e
aPx

A A
v

v

Fig. 1. A parallel-series mixed process

In 1970, Shephard [19] express desirable and undesirable outputs are weakly disposable
if and only if their uniform reduction is feasible. As based on it, Fare and Grosskopf [9] use
a single abatement factor for all units in Shephard’s technology. Then, Kuosmanen [12]
consider a distinctive contraction factor for each unit. Now, according to Fig. 1 and based
on the technology proposed by Kuosmanen, the algebraic representation of the production
possibility set under the variable returns to scale is defined as follows:
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The above technology consists of four parts. The first three sections present the con-
straints of each of the first, second and third stages, respectively. Also, the final section
shows the general constraints of the system. 6,,k =1,..., K, are unknown abatement factors

which are introduced for undesirable and desirable outputs. Also, " and o are un-
known portion amounts for shared inputs. The above technology is non-linear and, by fol-
lowing Kuosmanen [12], it can easily be transformed into the below linear technology:
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In linear technology (2), p, and g, are unknown variables in which p, =6,4,,
u, =(1-6,)4,. We present the following fractional problem to achieve the efficiency
score for the mixed process shown in Fig. 1:
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The above model is constructed on the slacks-based measure model. s 7, s,

R IR C IR L IR L I COIN ()
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straints of inputs and desirable outputs. Note that model (3) is non-linear, and it can be
converted to the linear problem using the Charnes—Cooper transformation [4].

1
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are unknown slack variables and positive for the con-
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del (3) transformed into the linear program is as follows:
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It can be seen that model (4) is linear and feasible. Also, it consists of three groups
of constraints related to the subsections of the mixed process. Minimum achievable ef-

ficiency, which is denoted by e, , is the whole system’s overall efficiency. Moreover,
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by solving model (4), the optimal portion values &’ and &'* are obtained. These por-
tions show which stage and how much shared input is needed.

Theorem 1. The linear model (4) is feasible.

Proof. Consider

7,=1,1,=0, k=1,...K, k#o
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It is a feasible solution to this problem. O

Definition 1. The unit under evaluation DMU,, is overall efficient if and only if €, =1.
Also, if all slack variables are zero, then DMU , is a Pareto efficient. By solving model (4),
we can obtain the optimal efficiency score for stages 1, 2 and 3 as follows:
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where si sl s st s s s s are the optimal values of slack

variables obtained from model (4). Since & is positive, we can obtain an optimal solution
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(u(l))* (u(Z))* (x(l))*
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.
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Definition 2. Components 1, 2 and 3 of the unit under evaluation DMU  are called
efficient if and only if €' =1, €°*°* =1, and e°*** =1.

By solving model (4), some unlts are determined as efficient, while others become
inefficient. To discriminate among the efficient units, we present a ranking method
based on the super-efficiency model, introduced by Tone [20], for the mentioned pro-

cess as follows:
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=1 =2 =0 =@ 0O Z@ SO =@ 7 = -
In model (8), w,’, u;", X', X7, Zp' s Z0 5 Vi s Vi By oW, Yy are un-

known variables. Indeed, they are the maximum and minimum scores for the inputs and
outputs obtained through the above model to calculate the super-efficiency for the effi-
cient units. All of these are introduced in the generic constraints section above. The
objective function is fractional, and it should be noted that the above model is non-
linear. Thus, considering
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A(1 1 .
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A(2 2 .
0< v;k) < (/)vj.o), j=1L..,J
0<h,<@h, , n=1..N
20 >0, r=1,..,T

2(2) -
z, 20, t=1.,T

5,20, 1=1,...,L
¢>0’ yk’ nk’ ﬂi(l)’ ﬂ[u) 20, Vkal

The above super-efficiency model is managed by removing the efficient unit under
evaluation and calculating its distance to the new efficiency frontier. Any efficient unit
that has the greatest distance gets a better ranking among the efficient units.

3. Application

Nowadays, one of the most important problems that many countries encounter is
the water shortage. For this reason, many countries have sought to provide water for life
through a variety of methods. One of the countries that have taken actions in this regard
is China. In this regard, some researchers [3, 26, 17] have done studies in the evaluation
of the WUWT systems. The WUWT systems consist of two sections, namely, water use
(WU) and wastewater treatment (WT). In the mentioned structure, there are undesirable
factors, and also in some, there are feedback outputs. The aforementioned studies con-
sidered the WUWT systems as two-stage structures.

Now, we consider the WUWT systems as a mixed structure. Then, as based on the
models proposed in the previous section, we evaluate the efficiency of the WUWT sys-
tems. Therefore, we consider the WUWT systems of 31 regions in China that consist of
two parallel and series sections that they have a mixed network structure (Fig. 2). This
system has shared inputs and undesirable factors. The parallel section or WU section of
each area contains 2 sectors. These sectors are divided into four categories: industry,
agriculture, household, and environment. Industrial and agricultural categories use wa-
ter as input for manufacturing, cooling, cleaning, farms, animals, forestry, and so on.
Also, they use another input such as capital that is shared input. Household and envi-
ronmental categories use water as input for urban and rural areas and rivers, lakes, and
so on. Besides, they use shared input, namely, the capital.
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Fig. 2. Treated wastewater

The four categories produce wastewater as an undesirable output. Also, the indus-
trial and agricultural usage sector produces GRP as a final desirable output. Moreover,
the household and environmental usage component produce population and income as
final desirable outputs. Undoubtedly, water is one of the important life factors. Hence,
the existence of water in every place contributes to population growth. Increasing pop-
ulation leads to economic growth, rising productions level, taking taxes, water-rate, gas-
rate and items like that, all of which increase incomes of those areas. The third section
or wastewater treatment (WT) consumes wastewater and investment as inputs and pro-
duces two final desirable and undesirable outputs, namely, wastewater disposal and
wastewater discharge. The inputs and outputs of each mixed system are as follows:

e Industrial and agricultural usage

Inputs

— water needed for industrial and agricultural usage (x""),

— capital for water supply (x).

Desirable output

— gross regional production score obtained from the industrial and agricultural part (V).
Undesirable output

— wastewater discharged from industrial and agricultural products (z'V).
¢ Household and environmental usage

Inputs

— water needed for household and environmental consumptions (%),
— capital for water supply costs (x?).

Desirable outputs

— urban population proportion (v*),

— income of urban household disposable per capita (14”).
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Undesirable output

— wastewater discharged from the household and environmental products (z%).

e Wastewater treatment

Inputs

— this part, in addition to the usage of undesirable outputs of both parts 1 and 2, (z'V, %)
as inputs, has another input, namely the investment to treat wastewater from the previ-
ous parts (w).

Desirable output

— value of the wastewater treatment from the wastewater produced by the previous
parts, namely (%).

Undesirable output

— amount of wastewater not recoverable from wastewater from the previous parts,
namely ().

In what follows, the statistical summary of the inputs consumed and the outputs
produced by each of the three parts from 31 regions in China is given in Table 1. Data
related to the year 2017 assembled from China Statistical Yearbook (National Bureau
of Statistics of China).

Table 1. Statistical summary of data

Variable Mean Minimum | Maximum | Standard deviation
u® 164.1806 9.8 545 132.4493
u? 31.4258 2.8 105.3 20.6891
x 952.6290 111.8 2499.6 591.7728
x? 2210.8129 193.5 4526.2 1345.008
v 8945.5806 198 36599 8826.8971

v 57039.9354 3042 183 780 49 199.4559
v 25163.7193 | 11514 | 80854.9 19 776.0527

z0 32290.7645 | 25693.5 | 57691.7 8126.3369
z? 57.8477 29.56 87.9 12.2540

w 34916 15 158 518 37484.4177
h 22 9385.5806 6143 938 261 191 067.3714
Y 634.6387 42 2300.6 487.5307

The performance of each area is evaluated by models (4) and (9) introduced in the
previous section, and the results obtained are depicted in Fig. 3. Also, the details of the
efficiencies of the whole system and their subsections are given in Table 2.

Lines in Fig. 3 show the overall and stages efficiency scores of 31 regions. Some
lines are tangent and other are not. The tangent lines show which regions are overall
efficient and the non-tangent lines indicate which regions are not total efficient. The
efficiency values for these regions are also provided in Table 2.
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Total Stage 1 —o—Stage 2 —o—Stage 3

1

Fig. 3. Overall and subsections efficiency scores

The second column in Table 2 shows the whole system’s overall efficiency. Col-
umns 3-5 show the efficiency score of each stage in the 31 regions. Given the values of
these columns, the result is obtained that units are overall efficient if and only if every
stage is efficient. In fact, inefficiency of each stage leads to overall inefficiency. This
case is also observed in Fig. 3, when some lines are tangent.

The number of efficient units in columns 2—5 shows that, in whole system and at
every stage, 22.59% of the units are inefficient and the rest are efficient. According to
columns 3-5, it can be found that efficiency of some regions in stage 1 is the less than
stage 2 and 3, and for some it is different. For example, the measure efficiency of re-
gion 12 in stage 3 is the less than its other stages, or the measure efficiency of region 31
in stage 2 is the less than it in other stages. In general, columns 3—5 show that the most
inefficient units in the stages 1, 2 and 3 are 31, 31, and 28, respectively.

Columns 6 and 7 show the optimal portion value for the shared input of stage 1 and 2.
For example, unit 1 needs &"”" =0.3092 portion from x and & =0.6908 portion
from x'*, when optimality is considered. Optimal portions for the stage 1 and stage 2
are not the same. In other words, the optimal portion of some regions for stage 1 is more
than stage 2 and for some others it is the reverse. For instance, the optimal portion of
region 26 for stage 1 is 0.5094, while this portion for stage 2 is 0.4906. In the other
cases, like in region 19, the optimal portion for stage 1 is 0.3133, which is lower than
the optimal portion of stage 2 with the amount of 0.6867.
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Table 2. Results of models (4) and (9)
Region :Ovemll e;Stagel e:S(ageZ e:Slage 3 oV o O_:Overall

1 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3092 | 0.6908 | 3.4259 (2)
2 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.1677 | 0.8323 | 2.1888 (11)
3 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.4112 | 0.5888 | 2.0735 (15)
4 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.4029 | 0.5971 | 2.2410 (10)
5 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.4279 | 0.5721 | 2.5886 (6)
6 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3699 | 0.6301 | 2.8881 (5)
7 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3202 | 0.6798 | 3.2251 (4)
8 0.3711 | 0.6088 | 0.5998 | 0.2265 | 0.2465 | 0.7535 -

9 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3148 | 0.6852 | 2.0856 (14)
10 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.2900 | 0.7100 | 2.1540 (13)
11 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.2182 | 0.7818 | 2.4067 (8)
12 0.2751 | 0.7055 | 0.3697 | 0.1639 | 0.1302 | 0.8698 -

13 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.2417 | 0.7583 | 2.1840 (12)
14 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.2833 | 0.7167 | 1.8406 (22)
15 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.4579 | 0.5421 | 3.2719 (3)
16 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3189 | 0.6811 | 1.9799 (18)
17 0.4419 | 0.6955 | 0.3574 | 0.6171 | 0.1458 | 0.8542 -

18 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.1736 | 0.8264 | 1.8685 (20)
19 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3133 | 0.6867 | 2.3299 (9)
20 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3113 | 0.6887 | 1.8684 (21)
21 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.2187 | 0.7813 | 2.5565 (7)
22 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.1446 | 0.8554 | 1.6713 (24)
23 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.3084 | 0.6916 | 1.7936 (23)
24 0.3277 | 0.8576 | 0.4114 | 0.1726 | 0.0829 | 0.9171 -

25 0.7043 | 0.6103 | 0.8318 | 0.7531 | 0.2769 | 0.7231 -

26 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.5094 | 0.4906 | 63.4737 (1)
27 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.2373 | 0.7627 | 1.9529 (19)
28 0.2907 | 0.6724 | 0.3796 | 0.1051 | 0.1599 | 0.8401 -

29 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.5750 | 0.4250 | 2.0231 (17)
30 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.6461 | 0.3539 | 2.0668 (16)
31 0.4091 | 0.5444 | 0.2624 | 0.7183 | 0.1469 | 0.8531 -

As can be seen in column 2, 24 regions out of 31 ones had a desirable performance.
Hence, to analyse the performance of efficient units and to distinguish between them, we
applied model (9) to the mentioned example. The results obtained from ranking efficient
units for the whole system in this way are significant in the last column. Column 8 shows
that region 26 has the first rank, and it means that the mentioned unit has a better per-
formance than the other efficient units. Also, region 22 has the 24th rank or the last rank,
and it means that the mentioned unit does not have good performance among all the 24

efficient units.
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5. Conclusions

In the real world, there are systems with complex structures that include processes,
whose patterns are like parallel-series mixed network. The presence of undesirable fac-
tors in the structure of such processes makes them more complex. The existing studies
introduce different models for the mixed network process. But, as far as we know, none
of these models uses weak disposability assumption to handle undesirable outputs.

Accordingly, in this paper, we consider DMUs with the parallel-series mixed net-
work structure, in which stages 1 and 2, in addition to their inputs, consume the shared
inputs and produce desirable and undesirable outputs. Stage 3 utilises the inputs from
the previous stages in addition to the extra inputs and produces desirable and undesirable
outputs. Also, the weak disposability assumption for undesirable and desirable factors
is considered, which makes the provided approach fundamentally different from the
previous studies.

We present a model built on the SBM model for assessing the relative efficiency of
units with the parallel-series mixed structure. The introduced model can calculate the
overall relative efficiency without the need to evaluate the efficiency of each of the
subsections. Also, it can evaluate the efficiency of each of the subsections for the men-
tioned mixed structure. Besides, the proposed method determines an optimal portion
amount of the shared inputs for the parallel section.

Given that sometimes it is important to know which unit is the most efficient one
among the other efficient units, a super-efficiency model is introduced to determine the
rank of those units. For further analysis, the introduced model was applied to evaluate
the performance of whole systems and their sub-sections of 31 regions of China. The
findings show that the suggested approach can assess the efficiency of mixed network
processes with undesirable outputs and rationally shared inputs.

Estimating the performance of different network processes with various stages, in-
cluding non-controllable and undesirable variables, can be an extension of the proposed
approach and is an interesting topic for future investigation.
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